EE 653 Final Exam, Spring Semester 2005, Dr. McCalley
1. (30) Short answer:

a. What is the main difference between an ordinary renewal process and a Poisson process?
( An ordinary renewal process requires only that the interevent times be IID whereas a Poisson process requires that the interevent times be exponentially distributed.

b. Under what conditions is an alternating renewal process a better model than an ordinary renewal process?
( An alternating renewal process is a better model than an ordinary renewal process when the repair time for a repairable component is nonzero.

c. Under what conditions is a Markov process also a Poisson process?
( A Markov process is also a Poisson process when transitions are constrained to always occur from state k to state k+1.

d. Under what conditions should you select an alternating renewal process over a Markov process?

( An alternating renewal process should be selected over a Markov process when there are only 2 states and when the transition time between these 2 states are identically distributed, but not exponentially distributed.

2. (20) Consider the following logical diagram where all components are distinct and independent. Calculate the total reliability for this system. Component reliabilities are 0.9 for components 1, 3, 5, 7, 9, and 0.8 for components 2, 4, 6, 8.
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( This problem can be easily solved by applying series/parallel rules to simplify the diagram and then using the conditional probability approach. First, we see that components 8 and 9 may be combined according to R(8,9)=1-(1-.8)(1-.9)=.98. Then, this composite component (8,9) may be combined with component 7 according to R(7,8,9)=(.9)(.98)=.882. Components 3 and 4 may be combined according to R(3,4)=(.9)(.8)=.72. The new model appears as below:
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Now an easy way to deal with this configuration is by conditional probability, i.e., 

RS=Pr(5 fails)*Pr(system works|5 fails)+Pr(5 works)*Pr(system works|5 works).

To obtain Pr(system works|5 fails), take out 5. Then we get R(2,3,4)=(.8)(.72)=.576, R(6,7,8,9)=(.8)(.882)=.7056. Then we see that components 1, (2,3,4), and (6,7,8,9) are in parallel, so that Pr(system works|5 fails)=1-(1-.9)(1-.576)(1-.7056)=1-.0125=.9875.
To obtain Pr(system works|5 works), short 5. In this case, we can combine 2 and 6 according to R(2,6)=1-(1-.8)(1-.8)=.96. We may also combine (3,4) with (7,8,9) to according to 

R(3,4,7,8,9)=1-(1-.72)(1-.882)=.96696. Then (2,6) and (3,4,5,8,9) may be combined according to R(2,3,4,5,6,8,9)=.96*.96696=.9282816. Then (2,3,4,5,6,8,9) may be combined with 1 according to 

Pr(system works|5 works)=1-(1-.928216)(1-.9)=.992828.

Then RS=.9*.9928+.1*.9875=.9923.

3. (30) A power system contains 2 units of capacity 20 and 30 MW, respectively. Each unit has a failure rate of (=0.4 per year and a repair rate of 9.6 per year.

(a) Compute the availability and FOR for one unit.

( Each unit may be modeled as a 2-state Markov process. We derived the expression in module 16 for the availability of a 2-state Markov process according to:
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, and this means that FOR=0.04

(b) Develop the outage capacity table for this system using convolution. The table should specify, for each state, the capacity outage in MW denoted by y, the state probability denoted Pr[Y=y], and the cumulative probability denoted Pr[Y(y].
( So we need to convolve the 2 units outage probabilities (.96 0 .04 0 0 0) and (.96 0 0 .04 0 0) and we obtain .96((.96 0 .04 0 0 0)+.04((0 0 0 .96 0 .04)=(.9216 0 .0384 .0384 0 .0016). The resulting table is then:
	Capacity outage, y, MW
	Pr[Y=y]
	Pr[Y(y]

	0
	.9216
	1.0

	10
	0
	.0784

	20
	.0384
	.0784

	30
	.0384
	.0400

	40
	0
	.0016

	50
	.0016
	.0016


(c) Develop a Markov-state diagram for this system. Assume common mode outages cannot occur. Indicate within each state (a) the state identification number and (b) the capacity available in that state. Also indicate transition rates on all arcs.
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(d) Give the transition intensity matrix for the Markov model developed in (c). Set up the matrix calculation necessary to obtain the long-run state probabilities of this system. Indicate how these long-run state probabilities relate to the values provided in the capacity outage table in part (a).
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These state probabilities are the same as the state probabilities given by the capacity outage table.

(e) It is common to have several units at a single plant. In such cases, common mode outage of multiple units is possible. Explain how, in applying the capacity outage table approach, you would account for the case of common mode outage in a system with 3 units where 2 of these units are at the same plant. 
( It would be necessary to develop a Markov model for the 2 units accounting for the common mode outage. Such a model would appear as given below. Then solve this Markov model for the long-run state probabilities. This would provide an equivalent single machine model that could then be convolved with the model of the 3rd unit to obtain the system capacity outage table.
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4. (20) Section 7.6.2 in the last notes discussed in class (“Chapter 7” on decision-making techniques) provided an example of assessing the value of imperfect information. Repeat this example using the data given below, i.e., obtain the value of the information in the table. Compare this value to the value of obtained in the example in the notes, and compare it to the value of perfect information. Describe what determines the value of information.
	probabilities
	economic growth expected

	Load increase observed
	Low
	High

	4% load increase
	0.99
	0.01

	8% load increase
	0.015
	0.985
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When a study predicts that the growth will be low, Action 2 will be chosen, if the study predicts that the growth will be high, Action 3 will be chosen. This follows from the projection of the annual risk in each one of the load increase scenarios in Table 7-32. As a result, the expected value of annual risk when the prediction is low is given by:
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And when the prediction is high, 
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With these values the expected value of annual risk with imperfect information can be found (where 75% of the time, we expect to see risk of $103,646 and 25% of the time, we expect to see risk of $316,160), yielding an expected risk over all time of  
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The value of this imperfect information is the difference between the expected value of annual risk without additional information and the expected value of annual risk with imperfect information:


$167,127-$156,774= $10,352
This value is significantly more than the value of the information in the notes ($8,960) but just less than the value of perfect information ($10,801). The value of information is determined by (a) the value of precisely knowing the future (if your decision will not change if you precisely know the future, then this value is zero), and (b) the quality of the additional information relative to “precisely knowing the future.”
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