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Module Objectives:
1. Gain an appreciation of uncertainty in engineering problems and how to treat it


2. Become familiar with basic probabilistic concepts and relations

Overview 

Society has a tendency to perceive engineering as exacting and engineers themselves as two dimensional, black and white thinkers. This perception is misinformed, and there is no better engineering subdiscipline than power systems to illustrate the point. We will do this in this module; in doing so, we will also introduce the basics of probability in a way that allows the student to apply the basic principles to power systems engineering as well as other areas of electrical engineering.

U5.1.1  
Description of a Power System Problem 

All useful solutions to power system engineering problems, and indeed to problems of any engineering discipline, must deal with uncertainty in some form.

Example, Security: Let us consider that we have identified a condition for which the simple power system of Figure U5.1, as it exists today, is at risk. The generation at the north end of the system, buses 1 and 2, are much more economical than the generation at the south end, bus 3. As a consequence, the bus 3 generation is typically minimal and the generation at the north end of the system supplies the load at the south end of the system over the two existing transmission lines 1-4 and 2-3. However, if either of these lines are outaged (due to, for example, a tornado, an airplane crash, or a conductor sag into trees), the other line may not have sufficient power carrying capability to supply the loads at buses 3 and 4, depending on the loading conditions. As a consequence, some or all of the load would require interruption or else damage could occur to the remaining transmission line. Consider that the problem could be solved if a new transmission line is constructed between buses 1 and 3, as indicated by the dashed line. This addition would provide that two lines would remain, to transfer power between the generation and the load, should one of them be outaged.

[image: image264.wmf]Figure U5.1 Simple Power System

[image: image265.wmf]
The new transmission line solution, which we refer to as the planning solution, increases the power carrying capability of the transmission system and therefore seems to be an appropriate solution. However, one must realize that construction of a new transmission line is a very complicated and expensive endeavor that goes well beyond connecting three conductors at the two terminals. For example, the land right-of-way must be secured; this is not easy task since many landowners, both private and commercial, are not eager to accept the influence of transmission structures on their property value. In addition, such a project is very capital intensive, and regulators will be involved in deciding who pays the bill: customers, company investors, or perhaps other companies, depending on who benefits from the project (which is a complicated question in itself). The outcome of this decision could have significant influence on the financial integrity of the transmission company. These and other factors force us to consider alternatives. The most common alternatives considered are referred to as operating solutions. For example, 

· Operating solution 1: We can limit the generation at the north end, thereby increasing generation at the south end, at all times, so that if the outage occurs, no equipment damage will result. However, we must realize that this solution incurs a significant expense in that the operating costs increase (the operating costs are those associated with generating the energy to supply the load). 

· Operating solution 2: We can take the risk associated with outage of the line, essentially betting that over a long period of time, the additional revenues from using the more economical generation facilities, when there is no outage, will exceed the cost of conductor damage and load interruption when there is an outage (this second operating solution may well be in violation of power system reliability criteria, however). 

A final commonly considered solution lies somewhere between operating and planning and is the same as operating solution 2 but includes as well identification of special remedial actions that can mitigate the damage to the conductor when the outage occurs. These remedial actions may be operator initiated, or they may be completely automated. Remedial actions of the second type are usually referred to as remedial action schemes (RAS) or system protection schemes (SPS). 

Which of the different alternatives is preferable is a problem involving the tradeoff between economic costs and benefits (of building a new transmission line, of additional generation in the south, of maintaining the less expensive generation in the north, of developing and installing the SPS) and the power system reliability level. Of course, once an alternative is selected, the economic costs and benefits are fairly well known. What is not at all known is the power system reliability level, since the events that affect it may or may not occur. That is, these events are uncertain.

U5.1.2  
Type of Uncertainty 

In choosing an alternative, the power system engineer is faced with several types of uncertainty:

· Unpredictability occurs when alternative evaluation requires prediction of future events or conditions. For example, when we consider that power system loads vary hourly, daily, seasonally, and yearly, we see that our problem on security described above requires that we determine the amount of time for which the loading conditions are high enough to cause the overload following the outage. In addition, we should account for the fact that the heating effect of the conductor, which causes the damage, is heavily dependent on air temperature and wind speed, highly variable quantities. It is also of interest to determine how often we can expect an outage (tornados and airplane crashes do not occur everyday, and conductor sags are a function of the very uncertain weather conditions!).

· Imprecision occurs when alternative evaluation requires information that is in error. The error may be caused by model approximation or it may be caused by our inability to obtain the information at a reasonable cost. It is often associated with the model used to evaluate the power system performance. For example, in evaluating the power flows of the lines, we typically use the pi-equivalent model. This model is itself imprecise in that it represents the impedances as lumped rather than distributed. In addition, the impedances used are computed based on certain assumptions regarding conductor geometry and phase configuration that do not precisely confirm with reality.

· Vagueness occurs when alternative evaluation requires use of information acquired based on the subjective judgement of humans and is often concerned with the definition of boundaries. For example, the operating solutions for the problem specified above requires that we decide on how much risk we are willing to accept. We may not be able to provide a meaningful number, but we would be able to say words like “little”, or “much”.

U5.1.3  
Worst-Case Analysis

The simplest way to handle uncertainty is to use worst-case analysis. Here, we identify a range of credible choices regarding each domain of uncertainty, and then we incorporate within our alternative evaluation process the choice that would lead to the most severe, or most costly outcome. For example, uncertainty in loading could be handled this way by making all alternative evaluations assuming the load level remains constant at some extremely high, yet credible level. Vagueness in risk acceptance could be handled this way by assuming we are risk intolerant, i.e., we will accept no risk. The single outcome resulting from this analysis approach is, in this case, that the most severe outage would cause an overload on the remaining line, and this result would drive the conclusion that the new line must be built.

Worst-case analysis is deterministic in that all input parameters, for any particular time, are characterized by single numeric values, i.e., they are constants, and the analysis results in outputs that are also characterized by single numeric values. (Note carefully that deterministic analysis is not necessarily worst-case). This is in contrast to probabilistic analysis where input parameters, for any particular time, are variables that are associated with particular numeric values only through a probability function.

Example: In a deterministic analysis, we would say that a certain transmission circuit is in service (status=1) and that a certain load is 50MW. Our analysis might then indicate that a certain transformer flow is 37MW. In contrast, the probabilistic analysis might specify that the circuit is in service with a probability of 0.95, and the probability that the certain load is greater than 30, 40, 50, 60 and 70 MW is 1.0, 0.9, 0.6, 0.1, and 0, respectively. Our analysis might then indicate that the probability that the transformer flow is greater than 25, 30 35, 40, and 50 MW is 1.0, 0.92, 0.65, 0.3, and 0, respectively.

It is easy to see that worst-case analysis typically lads to more expensive solutions. Nonetheless, it is frequently employed as its simplicity makes it very useful in many instances, particularly when it is necessary to generate a result quickly
.

U5.1.4  
Deterministic Versus Probabilistic Studies 

One must understand that a deterministic approach, despite its simplicity, can sometimes be very misleading. A classical case arises in quantum physics; here, the uncertainty principle stipulates that the motion of an electron cannot be precisely specified, that the best we can do is to assign a certain probability to each point in space. Therefore, we can specify where the electron is likely to be, but not where it is. If we apply Newtonian physics and precisely specify the trajectory of an electron in space and time, as we might the trajectory of a baseball hit off a bat, our answer would be meaningless. So in this case, the deterministic answer is of no value.

Some power systems engineering problems require deterministic solutions while others require probabilistic solutions. Which one is appropriate largely depends on the integrity of the input data and how the result will be used.

Example, Economic Dispatch: In the economic dispatch calculation (EDC) problem, we identify the allocation of a specified demand (MW load) to the various available generators that are connected on-line so as to minimize the total cost of fuel over the next hour. Specifically, the information that is required to solve this problem is 

1. The specified demand

2. The generation units on line (i.e., the units committed) 

3. How each generator’s dispatch level influences transmission losses.

4. The cost rate curves (dollars/hour versus 
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) of every generator

This information in 1,2, and 3 is generally certain and precise, but the cost rate curves of 4 are imprecise (highly non-linear, discontinuous curves are fit with smooth quadratic functions). However, the imprecision in cost rate curves is usually ignored and a deterministic answer is provided. Here, the relatively small influence on the final answer of the imprecision, and the need to obtain an answer for immediate use, dictates the use of deterministic methods.

The production costing problem is similar to the economic dispatch problem, at least as far as it is concerned with the economics of generator fuel costs. Here, however, as you will see, because the goal of this problem is to predict future fuel costs, we must project information into the future. Therefore, in the production-costing problem, we must deal with a substantial amount of uncertainty.

Example, Production Costing: In the production costing problem, we desire to identify the fuel cost, together with the fuel consumed and energy production level for each unit in the system, over a given time interval such as 1 year or more. The solution requires that, for each hour in the time period, we predict load level and unit commitment and then solve the economic dispatch problem. The information that is required to solve this problem is 

1. Load forecast over the time period

2. Generator outage information

(a) Scheduled outages for each unit, due to maintenance.

(b) Forced outages for each unit, due to unforeseen events.

3. How each generator’s dispatch level influences transmission losses, and 

4. The cost rate curves (dollars / hour versus 
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) of every generator

5. Spinning reserve requirements (amount of connected, but not used generation required for backup)

In contrast to the EDC problem, the information associated with 1 and 2 are here uncertain since they pertain to the future, i.e., we cannot predict with certainty the load level or the units available 5 months from now, since load level depends on weather conditions and unit availability depends on forced outages. This uncertainty is large and significantly influences the answer; therefore probabilistic methods are required.

We turn now to an example where probabilistic methods are required to handle imprecision.

Example, State Estimation: In a power system control center, power flows and bus voltage magnitudes and angles are computed in order to assess the present state of the system, to detect and indicate to the operator whether any equipment is being overly stressed. This computation can be made based on a limited set of flow and voltage magnitude measurements made in the system and telemetered into the control center. However, measurement imprecision can occur as a result of instrument or communication error. We do not know how much error is associated with each measurement. However, we can obtain statistical information about this error, and with this, we can use probabilistic methods to obtain accurate values for all power flows and bus voltage magnitudes.

There are a number of other problems within the domain of power systems engineering that require analysis of uncertainty to obtain a useful answer. Some of these are:

1. Load forecasting 

2. Generation reserve reliability evaluation 

3. Transmission reserve reliability evaluation 

4. Composite generation/transmission reliability evaluation

5. Transfer capability evaluation

6. Short circuit calculation 

7. Failure of protective systems 

8. Line design 

U5.1.5  
Probability and Uncertainty 

Fortunately, there are tools that allow the engineer to handle uncertainty. The oldest and most powerful of these is probability theory, which is well suited to handling unpredictability and imprecision
. This will be the subject discussed in the next portion of this module.

U5.2    
Basics of Probability Theory


We begin our study of probability theory in this section. Application of probability theory in solving a problem requires that we obtain a probabilistic model. To begin, we introduce some basic notation and terminology relating to set theory.

U5.2.1    
Terminology in Probability Theory


An experiment is a test or a trial in which the outcome is uncertain before the experiment is repeated under the same conditions. A classical notion of an experiment has it set in a laboratory, but experiments may also be performed in power generating stations, on a transmission line tower, at a computer, or simply in a person’s mind. A trial is a performance of the experiment, and an outcome is an observed result of the experiment. The sample space of an experiment is the collection of all possible distinct outcomes. We normally denote the sample space with S.

Examples of situations that can be classified as experiments include the following:

1. Non-power system related situations: 

(a) tossing a coin; possible outcomes are heads and tails

(b) rolling a die; possible outcomes are 1,2,3,4,5, and 6

(c) rolling a die; possible outcomes are even and odd

(d) selecting a number between 0 and 10; possible outcomes are a number between 0 and 10 (this includes decimal numbers like 5.221446)

2. Power system-related situations:

(a) measuring an instantaneous voltage; possible outcomes are positive or negative

(b) measuring an instantaneous voltage; possible outcomes are any number between –190 and +190 V

(c) observing a breaker operation; possible outcomes are successful opening or failure to open

(d) testing voltage breakdown properties of insulators; possible outcomes are 45kV to 46.5kV, 46.5kV to 48kV, 48kV to 49.5kV, and greater than 49.5kV

(e) observing a distribution transformer operation once each day until it fails; possible outcomes are time to failure less than 10 years, between 10 and 15 years, between 15 and 20 years, between 20 and 25 years, and greater than 25 years.

(f) Observing a distribution transformer operation once each day until it fails; possible outcomes are any number greater than or equal to 0

The student should identify the sample spaces for each of the above experiments and the answer the following questions: 

1. Which experiments have discrete sample spaces and which have continuous ones?

2. Which of the above experiments have finite sample spaces and which have infinite ones?

3. Which of the above experiments are the same but have different sample spaces?

What conclusions about sample spaces can you draw from your answers? We will always assume that we can identify all possible outcomes, i.e., that we can identify the sample space, for any experiment that we wish to perform.

It is important to realize that the sample space is not fixed by the actions of performing the experiment, but by the interests of the person observing the outcome [1].

Example: consider the action of initiating a special protection scheme (SPS) that is suppose to trip generation when critical transmission is outaged in order to preserve system stability. The initiating action and SPS actions are as follows: 

1. Permanent fault (short circuit) occurs on transmission circuit

2. Circuit breakers open and remove the circuit

3. Transmission circuit status (open) sent to central computer

4. Computer logic recognizes conditions and telemeters trip signal to generation plant

5. Breaker opens and trips generation

If the SPS operates successfully, the interrupted load is minimal: however, if the SPS fails, there will be a major blackout. We will denote the experiment as each initiation of this SPS. It is easy to see that the actions of performing the experiment, in this case, of outaging the transmission circuit, do not change. Yet consider that to the CEO of the transmission company owning and operating this SPS, the sample space is simply “works, fails”. However, to the generation plant operator, the sample space is “generation level when tripped”. To the telecommunication engineer, the sample space is “signal successfully transmitted.”

Finally, we define an event corresponding to an experiment as any collection of outcomes that are in the sample space of the experiment. We provide some events corresponding to the description of experiments given above:

1. Non-power system-related situations:

(a) tossing a coin; an event is that it comes up heads

(b) rolling a die; an event is that it is less than 4

(c) rolling a die; an event is that it is odd

(d) selecting a number between 0 and 1; an event is that the number is whole

2. Power system related situations:

(a) measuring an instantaneous voltage; an event is that the voltage is positive or negative

(b) measuring an instantaneous voltage; an event is that the voltage is greater than 40V

(c) observing a breaker operation; an event is that the breaker fails to open

(d) testing voltage breakdown properties of insulators; an event is that the voltage is between 46.5kV and 58kV

(e) observing a distribution transformer operation once each day until it fails; an event is that it fails after 15 years.

An elementary event is one that consists of only a single outcome. The set of all outcomes, which is the sample space, is also an event; it may be considered as the sure event. We also define the set of no outcomes, i.e., the empty set, as the null event. The student should identify whether any of the above events can be classified as elementary, sure, or null.

A very useful approach for expressing new events in terms of events already defined, and ultimately to define probabilities associated with the possible events, is to use set theory. We provide a brief summary of those elements of set theory that are essential to our study of probability.

U5.2.2  
Elementary Set Theory

We desire to review elementary set theory in order to provide a mathematical structure for organizing methods of counting and grouping objects, outcomes, or events. This organization will lend itself to identifying probabilities.

U5.2.2.1   
Terminology and Nomenclature

A set is a collection of objects or elements. In probability, the elements are outcomes or events of the experiment. We designate a set with capital letters like A or B or 
[image: image3.wmf]1

A

or 
[image: image4.wmf]2

A

. The elements of the set A are designated with small letters like 
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A subset of a set is any set having elements that are also members of the set. We denote that 
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[image: image12.wmf]1

A

is contained in A”. Another useful symbol is the reverse of the subset symbol; that is 
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 indicates that “A contains 
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In our development, we will have reason to conceptually refer to the set of all elements; this we call the universal set and denote it with S. We will also have reason to refer to the empty set; this we will also call the null set and denote it with 
[image: image15.wmf]f

. In terms of experiments, the universal set is the sample space, and the null set is the null event.

U5.2.2.2  
Venn Diagrams

A Venn diagram is a pictorial representation of relations between two or more sets. The universal set S is always represented as a rectangular region. We conceptualize that this region contains all elements; in terms of probability, we say that it represents all possible outcomes of the experiment, i.e., it is the sample space. The Venn diagram is also useful for viewing the relation between outcomes and event; outcomes may be thought of as points within the Venn diagram, whereas events are closed regions within the Venn diagram.

U5.2.2.3  
Set Operations

There are four basic operations that can be performed on sets. We list these as follows:

1. The intersection or product of two sets A and B is denoted by 
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 or 
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. It represents the set of all elements that belong to A and B (not all elements that belong to A and all elements that belong to B). Figure 5.2.1 illustrates this operation.

2. The union of two sets A and B is denoted by 
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. It represents the set of all elements that belong to A or B ( not all elements that belong to A or all elements that belong to B). Figure 5.2.2 illustrates this operation.

3. The complement of a set A is denoted by 
[image: image21.wmf]A

. It represents the set of all elements in S that are not in A. Figure 5.2.3 illustrates this operation.
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The difference between two sets A and B, sometimes called the relative complement of B in A, is denoted by A-B, which is often read “A take away B”. It represents the set of all elements of A that are not elements of B. Figure 5.2.4 illustrates this operation.

[image: image267.wmf]Figure U5.2.1 Venn Diagram Illustrating the Intersection Operation

Figure U5.2.2 Venn Diagram Illustrating the Union Operation

Three comments are in order with respect to the previously described set operations.

· The intersection operation on A and B is related to the word “and” in the sense that it identifies elements that are in both A and B. It is not related to the word “and” in the sense that we take elements of set A and set B to comprise the intersection. Likewise, the union operation is related to the word “or” in the sense that it identifies elements that are in either A or B. It is not related to the word “or” in the sense that we take elements of set A or set B (but not both) to comprise the union.
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Figure U5.2.3 Venn Diagram Illustrating the Complement Operation
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Figure U5.2.4 Venn Diagram Illustrating the Difference Operation

- 
The idea of mutual exclusivity between two sets is an important one. Two sets A and B are mutual exclusive if membership in one set implies no membership in the other. This means that the two sets have no elements in common. Therefore, if two sets A and B are mutually exclusive, then their intersection is the null set, i.e., 
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are said to be mutually exclusive if they are pairwise mutually exclusive, i.e., if 
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· In terms of events, the intersection 
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 represents the event “A and B”, and the union 
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 represents the event “A or B” (or both). The complement 
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 represents the event “not 
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” and the difference A-B represents the event “A but not B”. Mutually exclusive events cannot occur simultaneously.

U5.2.2.4  
Set Algebra

Using the four basic operations previously introduced, it is possible to prove the following identities. 

· Idempotent:
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· Commutative:
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· Associative: 
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· Distributive: 
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· Consistency: The three conditions 
[image: image35.wmf]A

B

A

B

A

=

Ç

Ì

,

, and 
[image: image36.wmf]B

B

A

=

È

 are consistent and mutually equivalent.

· Universal bounds: 
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· Null and universal set intersection: 
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· Null and universal set union: 
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· Complementary: 
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· De Morgan’s first law: 
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· De Morgan’s second law: 
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De Morgan’s laws may be easily remembered: to find the complement of an expression, replace each set by its complement and interchange intersections with unions and unions with intersections.

Example [2, p23]:

A relay system consists of a battery, two relay mechanisms “in parallel”, and a coil. The battery, at least one of the relay mechanism, and the coil must work for the relay system to work. Let 
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that the battery, relay 1, relay 2, and the coil are operational, respectively. The relay system will fail if the battery does not work or relay 1 and relay 2 do not work, or the coil does not work. We may write this using intersection and union operators; denote F as the event the relay system does not work. Then
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If F is the event “relay system does not work”, then 
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 is the event “relay system works”. We may use De Morgan’s laws to write:
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One property that will be very useful to us in studying probability is a generalization of the distributive law, as follows [3, p 591]. Assume that 
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and B are subsets of a certain sample space S. Then 
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(U5.2.1)

In particular, suppose that 
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are mutually exclusive (recall that this means they are pairwise mutually exclusive, i.e., no two of them have common elements, or, in terms of events, no two of them can occur simultaneously) and are also exhaustive in that their union comprises the sample space, i.e., 
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. Then B may be easily partitioned into subsets according to how B intersects with the 
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(U5.2.2)

It is important to realize, however, that use of (U5.2.2) requires that the
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be exhaustive with respect to the sample space.

As a final comment in this section, we note that the intersection operation is similar to multiplication and that the union operation is similar to addition in that

· intersection and union obey the associative, distributive, and commutative laws in the same way that multiplication and addition do in algebra.

· Intersection and union adhere to operation hierarchy in the same way that multiplication and addition do; specifically, as multiplication takes precedent over addition 
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, we have that intersection takes precedent over union 
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However, one must not carry this analogy too far, as illustrated by the following example:

Example [2, p.23]: Simplify the intersection of two unions
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The second line follows from the first because 
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. The third line follows from the second because 
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; one can see this easily from a Venn diagram. Likewise, the last line follows from the third because 
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. If we substitute multiplication for intersection and addition for union, we find that the above conclusion, which is true in set algebra, would suggest that 
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U5.2.3  
The Relative Frequency Approach

Consider the experiment of flipping a coin, and define the sample space as heads or tails. We will assume the coin is “fair” in that it is equally likely that the coin will come up heads as it will come up tails. This means that if we flip it an even number of times N, our best guess regarding the number of heads will be 
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. However, in practice, we will see that this is so only if N is very large, and in fact we can be sure that the number of heads will be 
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We can also view this experiment as one where we desire to detect whether the coin is fair or not. We flip the coin N times and count the number of times that it is heads, 
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. We can define the relative frequency as
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Now we expect that if N is large, 
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. This is a probability. Therefore we can see that the probability of heads is
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which leads us to generalize.

Let A be a certain event in the sample space of an experiment, and let 
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 be the relative frequency of this event. Then the probability of the event A is given as 
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where 
[image: image71.wmf]A

N

 is the number of times event A occurs in the experiment and N is the number of times the experiment is performed.

The previous definition of probability is very useful in a practical way in that it allows us to connect probabilities with actual events for a certain application. For example, consider that we test 5000 circuit breakers, and out of these, 50 are failed. Then we can say that the probability of obtaining a failed circuit breaker is 0.01. In the next batch of 10,000 circuit breakers, we can expect that the number of failed ones will be 0.01*10,000=100

A word of caution is necessary here. To most people, especially electrical engineers, the word “frequency” is closely related to time. However, this is not the case here. We are not defining a probability in terms of occurrences per unit time but instead in terms of occurrences per experimental trial. Although it might be tempting to use, for example, 0.5 occurrences per day as a probability, it would be very clear that this is wrong if the “frequency” changed to 2 occurrences per day. This seemingly obvious point is easy to overlook1.

Although the relative frequency approach to probability has practical value in that it provides the link between theory and application, its use to develop a rigorous theory is problematic because of the fact that N must always be finite. We therefore turn to the axiomatic approach to probability.
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U5.2.4  
The Axiomatic Approach

The axiomatic approach to probability begins by stating three self-evident truths, formally called axioms, Consider an experiment with sample space S and events 
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. The three axioms are:

1. Probability must be non-negative:
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2. The event S is certain, i.e., its probability is unity: 
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3. The probability of the union of mutually exclusive events is the sum of their individual probabilities: 
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For the special case where n=2, then
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Note that this axiom requires that the events be mutually exclusive.

Therefore, we can say that [1,p. 19] probability is a non-negative (axiom 1), normed (axiom 2), and additive (axiom 3) set function.  By “set function”, we mean that it is defined on a class of sets.

The expression 
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 is an important one in probability theory. It indicates the probability of event 
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It is possible to develop from these axioms a set of properties that are useful in computing probabilities. We will call these corollaries [4]. We will only show the development for the first two; the remainder will be simply stated.

1. The probabilities for an event and its complement add to 1:
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Proof  : We know that 
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 and
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 are mutually exclusive; therefore 
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But 
[image: image85.wmf]S

A

A

=

È

, so by axiom 2, we have that 
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2. The probability of any event must be less than or equal to 1.
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Proof: From axiom 1, we know that the probability of any event must be greater than or equal to 0. This also applies to the complement of an event, since it too is an event. Therefore,
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3. The probability of the null event is 0.
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4. The probability of the union of two events which are not mutually exclusive is the sum of their individual probabilities less the probability of their intersection: 
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This result can be extended to the case of three events according to
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These results may be understood using the Venn diagrams illustrated in Figure 5.2.5
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Figure U5.2.5 Venn Diagram Illustrating Probability Calculation of the Union of Non-Mutual Exclusive Events.

Example: Consider drawing a card from an ordinary 52 card playing deck. Define the event 
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 as drawing a spade. Since there are 2 black kings in the deck, 
[image: image94.wmf][

]

52

2

1

=

A

P

. Since there are 13 spades in the deck, 
[image: image95.wmf][

]

52

13

2

=

A

P

. The new event 
[image: image96.wmf]2

1

A

A

Ç

 is the event that 
[image: image97.wmf]1

A

and
[image: image98.wmf]2

A

 occur, i.e. that we draw the king of spades, 
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 is the probability of drawing the king of spades, and since there is only one king of spades, 
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. But what is the probability of drawing a black king or a spade? This event is 
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. Since these two events are not mutually exclusive, we have
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Example: There are 45 large industrial customers that are considered “marketable” by a certain generation owner. The following table summarizes data that is known regarding their peak power consumption and transmission service requirement.

	Number of customers
	Maximum Peak Load (MW)
	Transmission Service Required

	5

10

15

10

3

2
	50

40

30

20

10

5
	Firm

Non-firm

Non-firm

Firm

Non-firm

firm


The generation owner has created a program to evaluate potential sales to these customers. In part of this program, it is necessary to choose a large industrial customer at random. On any given selection, what is the probability that the customer selected will have a peak load 30 or greater or will require non-firm transmission service?

Let’s let 
[image: image103.wmf]1

A

be the event “peak load 
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 30” and let 
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be the event “non-firm transmission service.” Then
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U5.2.5  
Conditional Probability

It is often the case that we can identify an event that, if known to occur, will affect the probability of occurrence for another event. For example, when taking a long journey by car, the driver’s feeling regarding the likelihood of engine damage (event 
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A

) will significantly change when it is learned the oil light is on (event 
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). If we do not have any information regarding event
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 (the engine is off and therefore the oil light indication is meaningless), then we simply write 
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has occurred, then we are somewhat better off in terms of our knowledge; we reflect this by writing 
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 has not occurred, then we are also better off in terms of our knowledge; we can reflect this by writing 
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Although the previous discussion provides evidence that 
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 are different, it is intuitive that they should be related. The following example, adapted from [3, p.17], provides insight into this relation.

Example: A crate contains 100 thyristors, some of which were manufactured by company 1 and the remainder by company 2. It is known that a few of the thyristors are defective and the remainder work properly. An experiment consists of choosing one thyristor from the crate and testing it.

· Let 
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 be the event “obtaining a defective thyristor.” Then 
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 is the event “obtaining a non-defective thyristor.”

· Let 
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be the event “obtaining a thyristor manufactured by company 1.” Then 
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 is the event “obtaining a thyristor manufactured by company 2.”

The following table provides the number of thyristors in each category.

	
	Company 1
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	Company 2
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	Totals

	Defective
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	15
	5
	20

	Not defective 
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	45
	35
	80

	Totals
	60
	40
	100


The probability of obtaining a defective thyristor is 
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. But what if we are able to tell, before we test, whether the thyristor was manufactured by company 1 or company 2 (perhaps there is a stamp on each device)? Does this knowledge change the probability? Consider that we select a thyristor that was manufactured by company 1. Then we can see from the table that the probability of it being defective is no longer 0.2 but instead 0.25, that is, 
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Note that the numerator, 15, is the number of defective thyristor manufactured by company 1. If we were to make 100 selections, this is the number of times that the event 
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 would occur. Likewise, the denominator, 60, would be the number of times that the event 
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 would occur. We now divide the numerator and denominator by 100, the total number of trials 

Then
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which is
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(U5.2.6)

We see that we have expressed the conditional probability on the left hand side in terms of some unconditional probabilities on the right hand side.

The expression for conditional probability given in eq. (U5.2.6) is proved for the general case in [3,p.18].

Some comments regarding use of conditional probability follow:

1. Use of conditional probability requires 
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2. If  
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are the same event, then eq. (U5.2.6) indicates 
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3. We may also write that
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Noting that 
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 in both eq. (U5.2.6) and (U5.2.7) yields
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(U5.2.8)

Eq. (U5.2.8) is called the multiplication rule of probability. It provides a way to compute a joint probability by multiplying the probability of one event and the conditional probability of the other event.

Example: Suppose that in the previous example we know that there are 100 thyristors, that 60 of them were manufactured by company 1, that 15 of these are defective, and that 5 of those manufactured by company 2 are defective. We desire to compute the probability of selecting a thyristor manufactured by Company 1, given it is defective. This would apply in the situation where we select a thyristor, test it, and determine it is defective. We then desire to determine what is the probability that Company 1 manufactured it.

This can be done using the multiplication rule where 
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. This means that the joint probability is 
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, from which we may compute the desired probability as 
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This is verified from the table as 
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U5.2.6  
Total Probability and Bayes Theorem

It is often difficult to determine the probability of an event B because of its complexity regarding the number of ways that the event can occur. An effective approach in these situations is to identify a set of mutually exclusive, exhaustive events 
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 that are associated with the various “ways” that B can occur. If we can do this, then the Law of Total Probability states that 
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where there are N events 
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A

 into which B has been partitioned. This law is easily proven by making use of eq. (U5.2.2), which says that, under the conditions of mutual exclusivity and exhaustiveness,
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Therefore,
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and from the multiplication rule given in eq.(U5.2.8), we know that 
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, resulting in
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Some examples will help illustrate the point.

Example (adapted from [5, pg. 30]): A manufacturer has four boxes of 4000 amp, 600 volt fuses. Box 1 contains 400 of which 5% are defective. Box 2 contains 100 of which 4% are defective. Boxes 3 and 4 each contain 200 each, of which only 2% are defective. An engineer will select one box at random and then, from this box, a single fuse will be selected, also at random. We desire to compute the probability that the selected fuse is defective.

Let us denote the event “defective fuse selected” as B. But this event can happen if we choose box 1, 2, 3, or 4. Therefore, if we denote the choice of box 1 as 
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comprise an exhaustive set, i.e., one of them must occur. In addition, they are mutually exclusive, i.e., if one of them occurs, the other cannot. So we may write that 
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In addition, we know from the given data on each box that
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Therefore,
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Example: During a fault, a generator can accelerate and possibly trip on over-speed. In this case, the generator is said to be unstable. Consider that an analyst is studying this phenomenon for a fault located at the terminals of a certain transmission line. The analysts wants to know: if the fault occurs at this location under a specific set of operating conditions, what is the probability of instability? (Note that we are not considering the possibility of the fault not occuring). Let us denote the event “instability” as B. So we desire to obtain
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. The difficulty of this problem is that there are various types of faults and the stability performance of the generator varies with each type. However, we are fortunate in that all fault types are known: 3 phase (
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), two phase to ground (
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comprise an exhaustive set of events (assuming that a fault does occur … thus ruling out the need to consider the event “no fault”). In addition, they are mutually exclusive, i.e., if one fault type occurs, then all others cannot occur.

The data associated with this problem is as follows: 
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. In addition, based on simulation studies, the analyst has determined that
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Therefore,
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The relations within these two examples are illustrated using the tree diagram Figure U5.2.6. In this diagram, the event S is, in the case of the fuses, the event that “a fuse is selected”, and in the case of the faults, the event 
“there is a fault”

Figure U5.2.6 Tree Diagram for Examples

From conditional probability,
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Now assume that B can occur in N different ways A1, A2, …, AN.  By the Law of Total Probability,
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And then substitution of * into # yield,
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[image: image278.wmf]And this expresses Baye’s Theorem, which is just an application of the conditional probability definition when B occurs in several ways, i.e., for N = 1,

U5.2.7  
Independence

We have seen in that if knowledge of occurrence for one event, say 
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, affects the probability of occurrence for another event, say 
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Let’s assume, however, that we do not know whether knowledge of occurrence of 
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 affects the probability of occurrence for 
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. If they are different, then the two events 
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 depend on each other to some extent; we call them dependent event. On the other hand, if 
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, then the two events 
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do not depend on each other at all; we call them independent events.

Let’s investigate this notion of independence a bit more. If 
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, then from eq. (U5.2.8), we have that
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which says that probability of occurrence for two independent events is simply the product of their individual probabilities. This is a remarkably simple result.

Example: In order to enhance reliability, a large corporation decided to supply a plant off of separate distribution feeders. This was advantageous, they thought, because losing one of the feeders should be independent of losing the other. Therefore, if the probability of losing one feeder in one year was 0.01, then the probability of losing supply to the plant should be 0.01*0.01=0.0001. When both feeders were lost in the first year of operations, investigation indicated that when a normal fault on feeder 1 caused its outage, the increased current on the second feeder could, under high loading conditions, cause the protection scheme to trip the second feeder. Therefore the assumption that the two events were independent was incorrect. What we want is 
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. Subsequent investigation indicated that 
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 are dependent and we must use the multiplication rule to get
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which is an order of magnitude higher than the probability computed when we assumed that the events were independent.

As a final comment in this section, we caution that one should not confuse the notion of mutual exclusiveness with that of independence. They are very different notions. In fact, if two events have non-zero probability and are mutually exclusive, then they cannot be independent since mutual exclusiveness requires 
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U5.3
Computing Probabilities with Counting Techniques

If one can assume that all possible outcomes of an experiment are equally likely, then identification of probabilities of the various events is a matter of counting [4, pp. 42-48]. If one counts that the number of ways that A can occur is 
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, and the total possible number of possible outcomes is M, then 
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. This seems simple, yet in many situations, one cannot easily enumerate; instead one needs to use established counting formulas.

In each of the following sections, we will provide the general formula for performing the counting, but we will provide no illustrations; nonetheless, all of the situations below can be illustrated using a box or a jar containing either distinguishable or indistinguishable elements. Thus, this section should not be viewed as an exhaustive treatment of the subject; rather this section should be simply viewed as a reference.

In general, if the ith of r successive operations or trials can be carried out in 
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 ways, then the total number of ways to carry out all r operations or trials is [3, p. 32]
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(U5.3.1)

This may also be thought of as the 

We will use eq. (U5.3.1) in developing other formula for specific cases. We also assume in what follows that all elements are distinguishable one from the other.

U5.3.1
Sampling with Replacement and with Ordering

In this case, since we replace or “put back” the elements of each trail, then the number of ways in which the trial can be carried out remains constant at N, i.e., 
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. Therefore eq. (U5.3.1) becomes
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U5.3.2
Sampling without Replacement and with Ordering

In this case, since we do not replace or “put back” the elements of each trial, then the number of ways in which the trail can be carried out decreases by one element from one trial to the next. Therefore, if the number of ways that the first trial and be carried out is N, then eq. (U5.3.1) becomes
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(U5.3.3)

Eq. (U5.3.3) provides the number of arrangements or permutations of N distinguishable elements taken r at a time, denoted by 
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A special case of sampling without replacement and with ordering occurs when the number of trials equals the number of elements, i.e., 
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. In this case, it is easy to see that eq. (U5.3.3) becomes
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Eq. (U5.3.4) provides the number of arrangements or permutations of N distinguishable elements taken N at a time, denoted by 
[image: image209.wmf]N
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.

Example: A particular power system has 1000 transmission circuits. An engineer has the job of testing, using simulation, this power system for sequential double contingency outages (sequential loss of 2 elements). For example, a simulation will consist of outage of circuit a and then outage of circuit b. This would be a different simulation that the one consisting of outage of circuit b and then outage of circuit a.  Determine the total number of so-called “N-2 sequential outages.”

In this problem, ordering makes a difference. We are now looking for the total number of permutations of 1000 circuits taken 2 at a time. So,
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Example: A programmer has developed software that automatically simulates various power system operating conditions in a random fashion. The input into the program are operating parameters to vary, and their ranges and number of intervals. In a simple experiment, the programmer desires to vary
[image: image211.wmf]gen
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at a certain bus between 30 and 100MW in 10 MW intervals and 
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 at another bus between 200 and 300 MW in 20MW intervals. Therefore there are 7 intervals of generation and 5 intervals of load, so that there are 
[image: image213.wmf]35
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 “cells”, each of which corresponds to a specific operating condition to simulate. The programmer desires to know the probability of having all 35 cells simulated if only 35 simulations are performed such that for each simulation, a cell is chosen from among the 35 at random. It is possible that the operating condition corresponding to one cell can be simulated more than one time.

The goal in this problem is to count the total number of cell selection possibilities that satisfy the requirement that all cells are chosen, this provides the numerator of our desired probability. Then we count the total number of cell selection possibilities; this provides the denominator of our desired probability. We should recognize that a “cell selection” is identified by which cells were simulated as well as the order in which they were simulated. For example, a selection consisting of a “cell 1” simulation followed by 34 “cell 9” simulations is different than a selection consisting of 34 “cell 9” simulations is different than a selection consisting of 34 “cell 9” simulations followed by a “cell 1” simulation.

In order for all cells to be simulated, the first simulation is chosen from all 35 cells, the second from the remaining 34, the third from the remaining 33, and so on. This is equivalent to finding the number of permutations of the 35 cells taken 35 at a time and is given by 35!= 
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Because the operating conditions corresponding to a certain cell can be simulated more than once, the next simulation is chosen from among all of them … this is equivalent to having “replaced” the previous cell. Therefore the first simulation is chosen from all 35 cells, the second from all 35 cells, and so on, until 35 simulations have been performed. This is equivalent to a “sampling with replacement and ordering problem” and is given by 
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Therefore our desired probability is given by 
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. We see that it is extremely unlikely that we would simulate all conditions of interest if we only allow 35 simulations.

U5.3.3
Sampling without Replacement and without Ordering

Here, we do not replace or “put back” the elements of each trial. In addition, we will record the result without regard to order. We may think of the disregard for order in the following manner. Suppose that we choose an element in trial 1 and then toss it in a basket. Then choose an element in trial 2, and toss it in the basket, too, and repeat this for each trial so that when we are all done, we can tell which elements were selected but not the order of selection. Thus, the identity of the elements in the basket is important in distinguishing one selection from another, but the order in which the elements were selected is not important. This is the “sampling without replacement and without ordering” situation. The number of different baskets of elements which we can get is the desired count; this is also called the number of possible combinations.

The number of combinations depends on the number of elements from which we choose and how many will be chosen. For example, if we choose N elements out of N elements, then there is only one possible combination.

In the general case where we choose r distinguishable elements out of N, if order were important, then eq. (U5.3.3)

would provide the number of permutations. Here, however, one ordering of the r elements is considered the same as any other ordering of the r elements. So we should divide eq. (U5.3.3) by the total number of orderings of r distinguishable element, which is the permutation of r things taken r at a time, which is, by eq. (U5.3.4), r!. Therefore the number of combinations of N distinguishable elements of size r, denoted by 
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 is given by
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Example: A particular power system has 1000 transmission circuits. An engineer has the job of testing, using simulation, this power system for simultaneous double contingency outage (simultaneous loss of 2 elements). Determine the total number of so-called “N-2 simultaneous outages”.

This is a typical combinatorial problem where we desire to choose 2 elements at a time from a pool of 1000. We are not “putting back” the selection after each trial because the number of ways in which the trail may be carried out decreases by one with each selection. Further, ordering makes no difference since outage of two circuits i and j is the same as outage of two circuits j and i. Therefore, the total number of “N-2” outage is given by 
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U5.3.4
Sampling with Replacement and without Ordering

Here, we will replace or “put back” the elements of each trial. As in the previous case, we will record the result without regard to order. Our “toss of each element into the basket” now only works if we assume that we can clone each selection as we draw it. Then we replace the drawn element and toss the clone into the basket. Therefore it is easy to see that in this case, we may end up with several elements in the basket that are all clones of the same element, and this possibility increases the number of different combinations that we may have. The number of different ways of choosing  r elements from a set of N is given by 
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U5.3.5
Indistinguishable Elements [3, p. 38]

The number of distinguishable permutations of N elements of which r are of one kind of N-r are of another kind of 
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The number of indistinguishable permutations of N elements of which r1 are of one kind ,  r2 are of another kind,…, and rk are of a kth kind is given by 
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U5.3.6
Partitioning [3, p. 39]

The number of ways of partitioning set of N elements into k boxes with r1 elements in the first box, r2 in the second, and so on, is given by
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Problem 1

Consider the experiment of rolling a single die once. The event A is that the outcome is less than 4, i.e., A={1,2,3}. The event B is that the outcome is an even number, i.e., B={2,4,6}. Compute (a)P[A] (b)P[B] (c) 
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  (d) 
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Problem 2

We have seen that 
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. Hint: Define event D=
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Problem 3

The multiplication rule says that 
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. Use this to derive 
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Problem 4

Consider drawing two cards from a full deck. The first card is not returned to the deck for the second draw. What is the probability of drawing a heart on the first draw and a heart on the second draw?

[image: image284.png]



Problem 5

One region of the US has three different power exchanges (a PX s like a electric energy supermarket where energy buyers can go "shopping" for the type and amount of energy that they want). All three PXs require the sellers to label their energy as having reserve or not (reserve is backup in case the primary energy source fails). Some buyers must purchase energy with reserves since their energy requirements are for critical functions and they have no backup. Others purchase their energy without reserve since it is cheaper and either their energy requirements are not for critical functions or they have their own backup. Data regarding the buyers habits in terms of percent buying at each PX and in terms of percent at each PX buying energy reserve is listed in the table. Let A be the event that the buyer purchases energy with reserves and Bi be the event that a buyer purchases energy at PX i. Compute the probability of a buyer buying energy with reserves. Illustrate with a tree diagram.

	PX
	Percent shopping at PX i
	Percent buying energy with reserves

	1
	38
	64

	2
	20
	51

	3
	42
	73
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Problem 6

For the following situations, decide whether 
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 is greater than, equal to, or less than 
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. Based on your answer, decide whether A and B are independent or not.

(a) Event A is that the Braves will win the World Series next year. Event B is that their best pitcher seriously injuries his pitching arm in the first game of the season.

(b) Event A is that the Braves will win the World Series next year. Event B is that they add a player to their roster during the off-season that was the league's home run leader the previous year.

(c) Event A is that the Braves will win the World Series next year. Event B is that a new parking lot is purchased for their stadium.


Problem 7

We know that ambient temperature and wind speed are important in determining the current carrying capability of a transmission line. A transmission line owner wants to maximize its sale of capacity for a particular line in order to maximize its profits. However, it must decide how much capacity to sell on a day-ahead basis. Therefore it must predict temperature and wind. Let's denote the event "warm day" as event A and the event "windy day" as event B. The weather forecast indicates that the probability of a windy day is 0.80, the probability of a warm day is 0.30, and the probability of a warm and windy day is 0.28

(a) Are the events A and B independent?

(b) What is the probability of the event "windy day will be warm"?

(c) What is the probability of the event "warm day will be windy"?

(d) What is the probability of the event "windy and not warm"?

(e) What is the probability of the event "windy day will be not warm"?

(f) What is the probability of the event "not warm day will be windy"?


Problem 8

Of great interest to the electric power industry today is the detection of the "hot spot" temperature in power transformers. This is the temperature of the hottest part of the winding and is a function of many variables including loading and ambient temperature. A simplified approach assumes that if the hot spot temperature exceeds a certain level, the transformer will fail in one hour; otherwise it not fail. The hot spot temperature may be approximated if both the oil temperature and the loading current are known.

We desire to predict transformer failure for a particular, rather low, loading current I. Let's denote the event "transformer failure" to be A. Let's also denote the event "oil temperature test indicates eminent failure" to be B. It is known that at the loading level I, 
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=0.003 and that the oil temperature test has 2% false positives and 1% false negatives.

(a) What is 
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(b) What is 
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(c) What is 
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(d) What is 
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(e) What is 
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(f) What is 
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(g) If, at this loading current I, the oil temperature test indicates the transformer will fail,

(i) What is the probability that the transformer will fail?

(ii) What is the probability that the transformer will not fail?

(h) Consider that the event A is "having cancer" and the event B is "positive test for cancer". What does the above result suggest about screening tests for diseases with low prevalence?


Problem 9

If a single (fair) die is rolled, determine the probability of each of the following events: 

(a) Obtaining the number 3

(b) Obtaining a number greater than 4

(c) Obtaining a number less than 3 or obtaining a number greater than or equal to 2.


Problem 10

Suppose a box contains five white and seven red balls. Two balls are removed at random from the box without replacement

(a) What is the probability that both balls are white?

(b) What is the probability that the second ball is red?


Problem 11

If a coin and die are tossed together, determine the elements of the sample space.


Problem 12

A pointer is spun about a pivot, in a horizontal plane, and a scale from 0 to 1 is marked around the circle traced by the tip of the pointer. (The 0 and 1 fall at the same point.) The pointer is spun once and allowed to come to rest. The sample space may be taken to be the set of possible stopping points - essentially the set of real numbers on the interval 0 to 1. Consider the following events.

E = {x: such that 0.5 <x<0.8}

F = {x: such that x > 0.6}

G ={x: such that x < 0.4}

Determine: (a) 
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Problem 13

From a container with four chips marked 1, 2, 3, and 4, respectively, two chips are selected.

(a) Determine the total number of such selections

(b) List the possible selections


Problem 14

From a bowl containing four chips marked 1, 2, 3, and 4, a first chip is drawn and then a second, without replacement of the first.

(a) Determine the total number of outcomes

(b) List the possible outcomes

(c) Consider the events


E: The first chip drawn is 1 or 3


F: The second chip drawn 1 or 2


Determine P 


Problem 15

An experiment consists of tossing a coin and two dice together . One outcome of this experience is determined by the coin face (heads or tails), denoted by A1 (heads) and A2 (tails). Another outcome is determined by the number (1-6) appearing on each die, denoted by B1-B6 and C1-C6. Yet another outcome is determined by the sum of the numbers appearing on the dice (2-12), denoted by D2-D12.

Determine 

(a) The probability of: {head and sum = 2}

(b) The probability of: {head or sum = 2}

(c) The probability of: {heads and sum = 2 and one die turns up 1}

(d)  The probability of: {heads and sum = 5}

(e) The probability of: {heads or sum = 5}

(f) The probability of: {heads and sum = 5 and die B turns up 2}


Problem 16

There are two strings of Christmas lights. String A has 10% of its lights defective, and string B has 20% of its lights defective. The remaining lights in each string are operational. Choose a string at random, and then choose a light at random from the chosen string.

(a) What is the probability that the light will be defective?

(b) Given the light is defective, what is the probability it will be from string A?


Problem 17

Registration records indicate that 55% of to registered notes are Democrats, 40% are Republicans, and 5% are “other”. Records show that in a particular election, 80% of Democrats voted, 60% of the Republicans voted, and 30% of the “other” voted.

(a) If a registered voter s selected at random, what is the probability that the person voted?

(b) If a registered voter is selected at random, and we learn that he/she did in fact vote, what is the probability that he / she is Democrat?


Problem 18

A man starts at the point O on the map shown below.  He first chooses a path at random (implying that the possible paths are equally likely) and follows it to point B1, B2, or B3.  From that point, he chooses a new path at random and follows it to one of the points Aj, j=1,…,7.

a) What is the probability that the man arrives at point A4?

b) Given that the man has arrived at point A4, what is the probability that he arrived there through route B1?  Hint: The answer is not 0.5.



Problem 19

For two events A and B, we know that P[A] = 0.3, P[B] = 0.5.

(a) If 
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 = 0.15, are A and B mutually exclusive?

(b) If 
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 = 0.15, are A and B independent?

(c) If 
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 = 0.20, are A and B mutually exclusive?

(d) If 
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 = 0.20, are A and B independent?

(e) If 
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 = 0, are A and B mutually exclusive?
(f) If 
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 = 0, are A and B independent?

Problem 20

Consider the experiment of rolling a single six-sided die (having numbers as usual of 1,2,3,4,5,6). There are two events of interest. Event E is the event of getting an even number (2,4,6). Event B is the event of getting a prime number (1,2,3,5).

a. What is the probability of getting an even number?

b. What is the probability of getting a prime number?

c. What is the probability of getting an even number AND a prime number?

d. What is the probability of getting an even number GIVEN that the number is prime?

e. What is the probability of getting a prime number GIVEN that the number is even?

f. Are the events E and B independent? Prove your answer. 


Problem 21

A drilling company intends to drill for oil in a certain part of the ocean. There are three possible outcomes resulting from a drill. These are, with associated probabilities: 

· B1: Good oil is found. P[B1]=0.20

· B2: Bad oil is found. P[B2]=0.50

· B3: No oil is found. P[B3]=0.30

Before drilling, the company has the option of performing a test to obtain more information regarding the presence of oil. In the past, this test has indicated oil is present 80% of the time when good oil was subsequently found, 20% of the time when bad oil was subsequently found, and 20% of the time when no oil was subsequently found. Denote the event “test indicates oil is present” as event A. 

a. Compute P[A(Bi] for i=1,2,3.

b. Compute P[Bi|A] for i=1,2,3.

c. Compute the probability of finding oil (good or bad) given occurrence of event A (i.e., test indicates oil is present).







� EMBED Equation.3  ���





� EMBED Equation.3  ���





O





B1		B2			         B3





� EMBED CorelDraw.Graphic.8  ���





� EMBED CorelDraw.Graphic.8  ���

















� EMBED CorelPhotoPaint.Image.8  ���








� EMBED CorelDraw.Graphic.8  ���





1The time rate of occurrence, or process intensity is, however, related to probability of the event and can be translated into a probability based on the type of the stochastic process which the event occurrence obeys.





� EMBED CorelDraw.Graphic.8  ���








� EMBED CorelDraw.Graphic.8  ���





All materials are under copyright of PowerLearn project  


copyright © 2000, all rights reserved 














� EMBED CorelPhotoPaint.Image.8  ���





� EMBED CorelPhotoPaint.Image.8  ���





     A1		A2	     A3		A4	       A5		     A6			A7








� EMBED Equation.3  ���








� EMBED Equation.3  ���








� It is often said that any evaluation process can satisfy any two of fast, cheap, good, but never all three. Heavy use of worst-case philosophy often results in satisfying fast, cheap but not good. This is not as undesirable as it may seem, since it provides a solution from which a discussion, and perhaps further study, can begin. Nonetheless, in these cases, it is important that the engineer performing such a study clearly articulate to the discussion participants the assumptions made that degrade the integrity of the results.


� Probability theory does not handle vagueness, however; for this, we can turn to fuzzy theory.
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