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ABSTRACT

An overview of the subject of Process Dynamics and
Control in Utility Systems is the subject of this
paper. Utility systems are characterized by dy-
namics of very high order covering not only a wide
spectrum of dynamic effects in electrical, electro-
mechanical and thermo-mechanical processes, but
also a very high dimensionality of interacting
elements and interacting variables within elements.

Power system dynamic problems are described and
classified under major areas of electrical machine
and system dynamics, system governing and genera-
tion controls, and prime-mover-energy supply sys-
tem dynamics and controls. One unifying disci-
pline involved in all areas is the technology of
dynamic simulation and control analysis,

Included are discussions of the problem of process
aodeling, control design and of factors which have
affected approaches and relative emphasis given to
dynamics in the different areas of the Electric
Power System process.

INTRODUCTION

Process dynamics in electric utility systems cover
a very wide spectrum of phencmena and a wide range
of disciplines. Rapidly developing technologies

of dynamics and control applicable to many of
these diverse areas snd diverse equipments of the
power system are stimulating application of common
concepts and methods of analysis and control. A
strong unifying factor in the treatment of dynamics
among the various processes is the computer as a
calculating tool and as a control device.

Some interesting similarities and contrasts in
methods of approach, in emphasis, and in the im-
portance of dynamics in the various areas of the
power system process are apparent to those who

have been active in many areas of utility systems
dynamics. These metters are explored in this
paper which attempts to describe the power system
process from the point of view of dynamics and
control. Of necessity, the coverage of such a
vast subject cannot ve exhaustive and will no doubt
reflect the author's eclectic judgment on points of
emphasis.

TUE PROCESS

Svectrum of Dynamic Effects

To the control systems engineer, the power system
process can be described as in Figure 1, identify-
ing its many systems and subsystems in the familiar
pattern of several closed loops nested within one

another.

The dimensions and complexity of power system dynam-
ics can well be appreciated when one realizes that
there are hundreds of interacting elements such as
generators with their prime movers, energy supply
systems and controls, and that the mathematical
representation of each element generally involves
many interdependent variables, described by sets of
high order, nonlinear differential equations. In its
simplest form, the power system comprising a single
prime-mover, generator and load is a complex process.
Add to this the effects of interconnecting large
numbers of units within systems and of interconnect-
ing entire power systems from Coast to Coast, and
one can appreciate the dimensionality of the overall
process!

This high dimensionality of the problem makes it im-
portant to use skill in the choice of simplifying
assumptions aimed at cutting down size and complex-
ity to suit the needs of the particular situation.
An intimate knowledge of the process physics and
+the orders of magnitude of basic effects is funda-
mental to the task of cutting down the problem to a
workable size.

With reference to Fig. 1, power system dynamic ef-
fects of prime interest to instrumentation and
control engineers can be conveniently categorized as
belonging predominantly in one of the following
areas:

1. Zlectrical machine and system dynamics
2. System governing and generation controls
3. DPrime-mover-energy-supply system dynamics
In the area of electrical machine dynamics, a prime
-

concern is the ability of the power system to oper-
ate with synchronism through severe credible dis-
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oblegs That fall under the category of system
Verilng are concerned with the frequency tehavior
overall sysiems and power {low between systems.
?cnsiderable lumping or equivalencing is Justified
in the representation of networks and electrical
machines, while more detail is preserved in indi-
vidual prime movers including gross ‘energy supply
system effects (boiler pressures, hydraulic heads),
their governor Systems and supplementary controls.
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The third category, that of prime-mover energy sup-
21y systems, is concerned with such details as i
combustion, feedwater and temperature controls in
the case of fossil steam Prime-mover complex or a
number of flow and Dressure controls in the case of
Nuclear Plants. 1In this category, the turbine can
be rerresented as a variable orifice and its dy-
namics are practically instantaneous relative to
the many other Pressure, flow and temperature ef-
fects of the plant multi-variable process.

As shown in Fig. 2, the principal phencmensa under
the various categories fall in different spectra
of duration of main effects. 4lso indicated in
Fig., 2 are the important areas at the extremes of
the duration spectra which will not be covered in
this paper, but which deserve mention since they
represent important areas of activity that may also
be classified under the subject of dynamiecs.

One of these is the important and distinct area of
electrical system “ransients concerned with over-
voltage studies. Prediction of the overvoltage
levels resulting from switching transients and
lightning surges is vital in insulation coordina-
tion design and proper application of overvoltage
protection measures to ensure reliable power sys-—
tems. The nature of the process dynamics in this
area spans durations of microseconds and milli-
seconds and the need for a high degree of refine-~
ment and fidelity of representation of very high
frequency phencmena has made the most practical
method of study that of direct measurement on elec-
trical scaled models of the system. Specialized
laboratories with models of transmission lines,
transformers, reactors, lightning arresters and
switches are devoted to study of transient over-
voltage performance of systems. The digital com-
puter is beginning toc find application in this
field as its computing capability grows to the
point where it is practical to solve digitally the
very high order equations of tfay?lgng waves in
distributed parameter systems.(t 2l

The other extreme in the duration spectrum involving
hours, days and weeks concerns problems of manage-
ment of energy resources, typically water and nu-
clear fuel. The nature of storages in these pro-
cesses classifies them as dynamic and the techniques
of simulation and prediction involve dynamic equa~
tions. The nature of the time duration in these
processes is such that automatic control is usually
not involved but rather the implementation of oper--
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nonlinear programming technijues.

The field of dynamics will he discussed in the three
arsas of principal interest to the Tisld of instru-
mentation and contrecl. These areas were ldentified
as Ilectrical Machine and Systen Svnamics, Systenm
Governing and Generation Controls, and Frime-Mover-

Energy-Supply System Dynamics gnd Control.

In discussing the subject, it is helpful to lisz

some considerations on the importance of &ynamics
and on aspects of modeling and control analysis.

Practices in the three areas mentioned above will
be viewed and contrasted against the backdrop of

these consideraticns.

Importance of Dynamics

EIngineering account of dynamics can be for cne or
more of the following reasons:

(1) A4s an important aspect of the basic sys-
tem design involving the configuration
of major equipment. ..

(2) In evaluations and syntheses of the over-
all system design where trade-offs exist
between major apparatus and control sys-
tem equipment required to meet given per-
formance criteria. -

(3) 1In design of conmtrol systems necessary for
the successful operation of individual
pieces of apparatus (turbine controls,
excitation controls, boiler controls,
ete.) in the power system environment.

(L) In development of real time plant and sys-
tem simulators for educational or operator
training purposes.

The importance given to dynamics and indeed the dif-
ferent approaches dealing with dynamics which have
evolved in the several areas can often be related
to the speed of the pertinent effects relative to
the speed of human reaction; i.e., relative to the
ability of the process to be controlled manually.
The economic impact of possible damage to equipment
or curtailment of customer service that could result
from inadequate system design or lack of proper
control is often a major incentive. In some cases,
regulatory bodies concerned with safety have played
a2 major role in determining the extent to which dy-
namics are factored in design studies. Another im-
portant factor is, of course, the analyticity, or
the ease with which the process physies lend them-
selves to mathematical treatment and simulation.

Modeling and Control Analysis Asvects

Since the problem of prediction is fundamental to
analysis of dynamic effects and inseparable from
the problem of application of controls, several
general points should be made on methods and tech-
nigues of simulation of power system dynemics. Al-
though the block diagram of Figure 1 clearly shows
interdependence of every system and subsystem on
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each other, it is very seldom that all areas need
te consider=sd simulitaneously inegual detail. DTe-
rending on the particular phenomenon of concern,

raricus simplifications can ve made to represent

the less important and less relevant effects.

The need %o zcom in on the relevant and blot out
<h2 irrelevant 1s not only cne of =conomics of
ccomputaticn, but also one related to limitations

? human data-gathering capability. In spite of the
no rmcus expansion in computing capability, one is
211l faced with limitations in the capability of
he human brain to absorb results and to feed in
“he correct input data. Hence, no matter how power-
Sl the computing capability, it is important to
solve the problem with the right degree of detail
in the representation of relevant effects and a
Justifiable amount of simplification in the less
important effects.

<
2
S
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Opportunities for simplifications arise on several
counts:

(a) One concerns the duration of effects and
the resolution in time over which the
effects are of significance. For instance,
where electrical system transient stability
phenomena over a second or two are the
primary effects under investigation, it is
not necessary to represent boiler tran-
sients which develop over several minutes.
Again for this same problem, the other end
of the spectrum of extremely fast tran-
sients such as switching transients of
high frequencies need not be represented,
allowing corresponding simplificatioms in
the basic equations.

Similarly in the simulation of pressure-
flow-temperature dynamics for boiler con-
trol studies, the pressure propagation
effects at the velocity of sound are not
significant, justifying the deletion of
fluid inertia terms which give rise to
these effects.

(b) The range of variables may allow simplifi-
cations. For instance, in normal power
system transients where frequency excur-
sions are small, the simplifying assumption
of constant speed in the generated voltage
equations and constant frequency for the
network impedance parameters is perfectly
Justified. However, for load rejection
conditions where the generator might under-
go a significant speed transient, this
assumption is no longer valid and for these
problems one needs to represent speed as a
variable. Additional peculiarities of the
rejection case involve the need to repre-
sent saturation effects in transformers
and reactors because of the possible range
of voltage excursions. Another example ir
the difficult nonlinear thermo-mechanical
process of steam generation concerns the
modeling simplifications and linearization
techniques applicable for treatment of
small changes about a load point. These
would not be valid for large changes such

as for the case of a turbin

(c) ©Other opgportunities f
rolre <he number of 2
ﬂnuds to oe reprﬂsent-

manj concepta can be developed with the
tudy of the case of the single machine
against infinite bus. Usually the gresater
.the detail of a given effad 4hat is to be
studied, the mors advisablsd it is to reduce
+he dimension of the system by considering
a limited number of like elements. There
are a2 few fundamental effects that cannot
be studied better on a one- or [ive~machine
system representation than on a 100-machine
representation. This is particularly *
in the study of detailed control effacts.

In the area of control analysis, one general obser-
vation is that little practical use has as yet been
made of modern optimal control theory which seems to
have grown out of proportion to the needs of real-
life problems. Such theory has evolved much too
often around hypothetical and unreal problem postu-
lations engineered to be mathematically viable and
tailored to fit the theory. While general centrol
concepts have been extremely useful, by far most
attempts at control design in the real-life environ-
ment have been through simulation and educated trial
and error.

ELECTRICAL MACHINE AND SYSTEM DYNAMICS

In the planning of electrical generation-transmission
systems, study of dynmamics has played a dominant
role in the sense that the system design must with-
stand the test of continuous synchronous operation
through abrupt and severe contingencies such as are
occasioned by electrical faults and by the changes
in network conditions that result from action neces
sary to clear the faults. The phenomena of concern
determining the success or failure of the system to
meet performance criteria usually spans a period of
one to two seconds and seldom more than 5 seconds.
The speed of the basic phenomena is therefore such
that <he system must be designed to cope with the
disturbance criteria without manual intervention.
The dominant system parameters with major influence
on performance are:

(1) Generator characteristics - principally
reactance and inertia.

(2) Network strength; i.e., transmission
reactance under normal and contingency
conditions.

(3) Switching devices, their number, deploy-
ment and speed of actuation.

(4) Protective relaying.

Until recently, the options to the system planner in
configuring the system to meet desired reliability
criteria were generally limited to these basic para-
meters and the technology of dynamics used in this
area was basically one of large-scale simulation of
the electrical system to test its ability to sustain
shocks imposed by faults.

505




Gas gy

Zynamic Simulation Methods - Zlectrical Systems

industry and evolived over the years from the use
oT scaled models of the network (a-c network analy-
zers) in “he 30's and LQ's *o the use of large-
scale digital computer Programs today.

The simulation methods were cften unique +to this
-,

Figure 3 descrites the b ic process dynamics which
can e compared %o “hose of a large system of masses
rceonnected by nonlinear springs. The nasses are

ogous to the machine inertias ang the springs
analogous to the nonlinear Dower-angle relations
of the network against impressed machine internal
voltages with phase angles related to individual
generator rotor positions.

ml\’rw
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o

In its simplest form, the basic dynamies involve
the second order differential equation of each
nachine (swing equations) relating accelerating
bower to speed and speed to angle (Fig. 3). Limi-
tations of calculating tools forced the adoption of
approximations such as that of representing machines
as constant voltage sources behind equivalent ma-~
chine reactances.

The computation problem was basically one of solving
the network power flow relations given the machine
voltages and rotor angle positions. The network
anelyzer (scaled model of the network) permitted
instantaneous solution of such power flows based on
manually inputed values of generator voltages and
angles. The dynamic solution was then executed by
st2p-by-step numerical integration of measured ac-
celerating power (mechanical shaf: power, assumed
constant, less measured electrical power) to yield
speed, and integration of speed to yield angle.
Machine voltages with new angles were then impressed
on the network to give new readings of power flow
for the next time interval. The step~-by-step pro-
cess was repeated until it could be concluded from
the shape of the transient whether the system met
the disturbance criterion or mot (Fig. 4). In this
method of solution (used till the late 50's), the
simultaneous algebraic power flow relations were
solved by the scaled model and the integration of
the system states (two per machine) was dene by
hand calculation. Solution of electrical system
dynamics by these methods generally required limit-
ing the size of the problem to less than 40 machines
and neglecting such effects as excitation controls,
prime-mover controls and nonlinear current/voltage
relations of loads.

The advent of the mechanical differential analyzer
and then the electronic analog computer did not
offer attractive alternates to the a-c network
analyzer method of solution since the basic computa-
tion burden was still that of solving the network
power flow; i.e., a large number of simultaneous
;lgebrai: equa“ions coupling the system states
(machine angles) through trigonometric functions
wnich would have required a very large number of
ronlinear elements such as resolvers and multipliers.

Analog ccmputers, however, have teen used sxtensive-
17 in specialized studies of machine dynamics and
excitation controls. Here the problem cculd be
reduced to that of one or %“wo machines with the net-
work rzduced to minor provortions while the non-
linsar dynamic representaticn of machine and exci-

. ll.thl-'

tation system is considered in great detail. As an
example, Tigure 5 descrives the elements o be cona-
sidered in s0lving for the "namic?_af 2 single
machine undergoing load rejection. '

Zeginning in the nid-1950's, digital cormputers found
exponentially growing applications in all aress or
2lectrical machine ang systexm dynamics., With de-
velorment of numerical methods of hetwork load flow
solution, the a-c network analyzer nas been replaced
cempletely by the digital cemputer. Likxewise, nu-
merical methods of differential equation solution
implemented digitally made it possible to solve not
only the dynamics of the rotor inertial equations,
but also to extend the representations to include
variations in internal machine fluxes in respouse

to demagnetizing action of armature currents and in
response to voltage centrol action of excitation
systems. Prime-mover representations including
Fovernor and turbine dynamics have been included.
Jot only has the representation of the dynamics of
each generating unit been extended considerably

from the simple second crder dynamics of a~c network
analyzer days (current programs sport between 10th
order and 20th order nonlinear models for each
machine and controls), but also the number of ma-
chines has increased from the 20 to L0 of a-c net-
work analyzer days to several hundred considered in
modern programs.

It is axiomatic that the size and complexity of
representations tackled in this srea always seem to
tax the limit of capability of the latest computing
machines. Such capability has been increasing by
orders of magnitude every few years and one is faced
today with the problem of the capacity of the human
brain to absorb a mass of results and to feed in

the correct masses of input data. The proper manage-
ment of the fantastic computing capability to be
used in the right manner considering the problem
requirements and limitations of the vital human
element is one of today's unsolved challenges in the
area of electrical system dynamics.

Contrel Effects - Switching Logic

Although one often associates the discipline of dy-
namic analysis with that of control design, it has
been characteristic of the area of electrical system
‘dynamics that relatively little control analysis has
been involved in the very large number of dynamic
studies continually taking place in this area. This
is because the basic provlem being studied concerns
the ability of the system to withstand mejor disturb-
ances, and the parameters at play have for the most
part involved the configuration of major equipment.
éuestions such as, "Is an additional transmission
line, switching station, etc., needed to meet th?
reliability criteria?"” are determined by simulation
runs, exercising an orderly trial-and~error proce-
dure where the options are usually limited to dis-
crete cases defined bty feasible configurations of
equicment.

In recent years, several factors have been pointing
towards more dependence on excizatiorn and prime-
mcver centrols for overall system reliabilicy.
These factors are:

1) <Centinually increasing ratings of new gen-
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erating sources with a lowering of iner+ias
and raising of per unit reactances tend to
encroach on inherent stability margins.

(2) Increessing load demands to be served oy
transmission whose utilization and rela-
tive loading must be maximized in order
to make best use of limited rights of way
and the large investment involved.

(3) Pooled operation and planning places in-
creased dependence of interconnections be-
tween large systems. The capacity and,
therefore, investment requirements in these
interconnections as dictated by transient
stability often can be much larger than
might be dictated from steady-state load-
carrying capacity considerations. Pro-
rision of required degree of reliability
by alternate control means can be econom-
ically very attractive.

() Repid and extensive advancements in compu~
tational capability and techniques of
large system dynamic simulation have made
it possible to engineer controls and to
evaluate the potential benefits in their
proper application.

(5) Technological advances in excitation con-
trol, turvine energy control, power thy-
ristor development and application have
made it possible to implement with hard-
ware the theoretical concepts developed
in engineering simulation studies.

A possible role of controls in enhancing the dy-
namic performance of electrical systems is in the
use of discrete switching logic i princi-
ple of counteracting disturbance:?83%73?g)such as
the temporary closing of turbine valves for a per-
iod of a few seconds, or the temporary switching
of brazking resistors. The temporary switching of
series capacitors has also been suggested. This
bang-bang type action can be programmed to offset,
in part, the shock of faults.

Although normal speed governing action in turbines
is too small to affect the phenomena of power
system transient stability, modern turbine speed
control systems have the capability of fast valve
shut-off (in fractions of a second) provided for
the control of overspeed under load rejection
conditions. With specially designed logic, this
capability can be used to advantage to provide a
sharp and temporary decrease in turbine power upen
detection of an abrupt loss in electrical power
output such as occurs during faults.

Fig. 6 illustrates an equivalent single generator
driven by a reheat machine connected to & large
power system through a step-up transformer and
transmission system used for parametric studies on
alternate means of providing an adequate design
to meet given disturbance criteria such as a 3~
phase fault subsequently cleared by switching off
a line section.

The options are, transmission strength as measured
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by prefault and post-Fault transisr reactances,
excitation system “ype and resvponse and ths use of
fast valving such as is done ty rapid shut-off of
intercept valves followed by their subsequent re-
opening afiter a short time delay. The action of

the excitation types considered in response to the
disturbance are shown in Fig. 7, while <he response
of shaft power due to the "fast valring" acticn
(abrupt closure of turtine intercept valves followed
by their rsopening) is illustrated=in Fig. 8. The
results of a parametric study wherein a computer

was programmed to make repetitive stability runs in
search for the value of post fault reactance for
which stability was just marginal are shown on

Fig. 9, where the effectiveness of various design
measures can be evaluated in terms of the amount of
post fault reactance (translatable into tr%nimission
strength) which these measures can offset. 2 Fig.
10 illustrates the transients followin%T% temporaxry
fault whica did not cause instability.

In the foregoing, the problem was one of providing
first swing transient stability. This is a highly
nonlinear dymamic problem and the basic concern is
to provide sufficient restoring forces to cancel
out relative machine accelerating energies so as
to limit excursions of relative machine angles as
needed to preserve synchronism. From a control
standpoint, the engineering analysis involves a
great deal of highly nonlinear dynamic simulation
but relatively little control system design tech-
nology. Complex switching logic strategies have
generally not found application for the following
reasons:

(1) Since power systems are under constant
evolution, control strategies should
withstand the tests of a constantly
changing and evolving network. This
requirement generally acts as a wet
blanket on schemes which are precisely
tailored to, and sensitive %to a particular
generation-transmission configuration.

(2) The same characteristic of an evolving
power system makes it desirable to apply
local control measures which are dependent
on local measurements and which need not
rely on complex strategies based on proces-
sing of remote quantities. Often the
measures in question are not expected to
ccme into play more than once or twice a
year, and if changes in strategies must Dbe
made every couple of years or so, the
theoretical benefits of the scheme may be
offset by the probability of malfunction
during implementation and testing. Such
malfunctions could easily result in more
outages than the scheme was designed to
offset.

Control Tffects - Continuous

Another important aspect of power system dynamics
concerns its behavior in the linear, small pertur-
bation mode referred to as steady-state or dynamic
stabili%y. In this mode, traditional linearized
control analysis methods are applicable and auch
useful xnowledge has been derived with the use of
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Sragquency response techniques and simulation methods
arplied to typical 5587f§ii:ed Tretotype power sys-
“em configurations.' ==/

Cne way of describing stability limits of generating
units is as shown in Fig. 11 which contains loci of
machine operating points in the P-Q plane, with the
machine at constant terminal voltage. The curves
mark the limit of stable operation, the points in
the plane to the left of the curves being stable

and those to the right of the curves denoting un-
stable operating conditions.

The curves give no information on the type of in-
stability associated at a particular point. For
instance, the type of instability phenomena associ-
ated with hand control of excitation is related %o
lack of steady-state synchronizing power coefficient,
and instability in this case, following a small
torque disturbance, is characterized vy a gradual
unidirectional drift of the machine angle as shown
in Fig. 1l2a.

This lack of steady-state synchronizing torque co-
efficient of the machine at the hand control limit
can be neutralized with a slow-acting, low-gain
voltage regulator-excitation system and the stable
operating region is now typically as shown by curve
"C" on Fig. 11. With a continuously acting voltage
regulator, the limit of stability is usually not
reached through lack of synchronizing torques, but
rather due to a lack of damping torques, and for
this case, the nature of the instability following
a small torgue disturbance is as shown on Fig. 12b.

It has been known for many years(lz)that voltage
regulators, while curing the synchronizing torque
problem can contribute negative damping to the
machine angle-torque dynamic process, a process
which is basically oscillatory.

As the gain and response of voltage regulation is
increased, a point is soon reached where instability
of the form of Fig. 12b occurs at operating points
well within the region that would otherwise have
been stable under hand control. Curve "B" on Fig.
11 illustrates this effect.

These dynamic phenomena have been analyzed by a
number of lipnear systems technique ch as Routh'
crif:er:ﬁ.cm,%Jias Nyquist's criteria,?li? root 1ocus,?
and by analog computer simulation. Considerable
insight is also derived by locking at the feedback
closed-loop nature of the prob%i%)and by use of
frequency response techniques.

Although voltage regulators can have adverse effects
on demping of intermachine and. intersystem oscil-
lations, in the majority of situations the benefits
of voltage regulators through their effect on syn-
chronizing torgques have far outweighed the adverse
sffects on damping. These benefits are usually ob-
tained with relatively low response voltage regula-
tor-excitation systems.

Previously mentioned trends in equipment and system

designs are placing increasing dependence on roltage

control to offset effects of higher per unit react-

ance. Naturally, increasing attention must also

be given to the problem of combating the effects of

(15)

. !M,h

voltage control on damping.

Lt}

The use of special stabilizing signals in excitation
contrel to provide a significans amount of damping
to intermachine and intersystem oscillations nas
been the subject of many investigations, but it has
not veen until recently that the theories nave bveen
out to practice. '+ /(18)

The stabilizing signals derived from speed or some
related machine variable can be us@d to transiently
offset the voltage regulator referénce with <hs
object of producing torques in phase with speed
(damping torques) (Fig. 13). To accomplish this,

the signal must be processed through a phase ad-
vancing (lead) network designed to offset the lags

in the regulator-exciter-generator-flux loop for

the frequency range of interest. Techniques of
analysis in search for the shape of the phase-ad-
vancing network must consider the range of operating
conditions encountered by typical machines in power
systems. A kKey point in the design of the ghaping
network is that it provides a reasonable degree of
phase lag cancellation over the region of frequencies

of oscillation which a machine is likely to encounter

in the power system environment.

The number of frequencies of oscillation that a ma~
chine can exhibit is very large, being related to
the number of machines in the rest of the system.
Usually only a few modes are excited and these are
very much a function of the particular disturbance.
The spectrum of these frequencies falls generally
within the range of from approximately 0.2 Hz to

2 Hz due to the range of parameters that are normally

encountered in power systems.

Figure lh(éggws the effectiveness of providing damp-
ing through supplementary excitation control for a
high initial response excitation system on an equiv-
alent machine simulating generation in a close-knit
power system supplying local load and tied to a
large neighboring system through a tie line of size
small relative to the system. The speed oscilla-
tions shown weuld, of course, also be accompanied
by power oscillations across the tie. The loading
conditions are such that,without the use of supple-
mentary stabilizing, the system is dynamically un-
stable.

Stabilizing signals can also be used with slower-

action conventional exciters. Due to the greater

lags in the response of machine flux to changes in
voltage reference, the amount of lead compensation
+that must be used is considerably greater than is

the case for the thyristor or equivalent high ini-
tial response systems.

Poorly damped electrical systems sometimes have ad-
verse effects on auxiliary systems within the power
plant. A number of auxiliary devices such as pumps
driven oy a-c motors respond to frequency swings,
and conditions can arise where the system induced
frequency swings in the order of 0.2 Hz can cause
sustained oscillations in flows, especially in the
feedwater cycle. They may also adversely affect
the dynamic performance of industrial plants whose
processes may exhibdit resonant frequencies in these
ranges.
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SYSTEM GOVERNING Aﬁb GENERATION CONTROLS

Governing or Primary Sveed Centrols

Zeyond the first few instants in which dynamic ef-
fegcs are governed primarily by machine inertias
and network synchronizing coefficients, the mech-
?n%sm of maintaining system speed involves the
oringing into balance of prime-mover shart powers
with electrical load demsnds. )

For the case of constant prime-mover power (blocked
governors) this balance is obtained by virtue of
the change in connected load with frequency (typi-
cally load changes between 1 and 2% for a 1% ch;nge
in frequency). For the more usual case of active
governors, the frequency deviations acting through
?he tgrbine governing mechanisms produce changes

in prime-mover power, and the final frequency
change following a disturbance or load change is
primarily a function of the equivalent governor
regulation which is usually considerably more ef-
fective than the load characteristic in limiting
the extent of the frequency dip. The changes in
prime-mover power occur with varying degrees of
lags depending on the response characteristics of
the prime mover system. Since governing systems
are proportional control systems, the complete
elimination of frequency error must be done by
slower integral control action known as supplemen-
tary control or load frequency control.

The emphasis of representation for this range of
phenomena is on the prime mover, and the process
dynamics are often represented as shown on Fig. 15,
where the electrical network is simplified consid-
erably by considering the generators as one equiva-
lent source with a composite inertia whereas the
identity of prime movers is preserved in more detail.
Typical responses of the prime-mover snaft power to
control action are ?Esjn on Fig. 16 for the case of
the reheat turbine. Since power is proportional
to steam flow in the various turbine stages, the
response of power follows closely that of steam
flow which gets established very rapidly (fraction
of a second) in the high pressure turbine, dbut more
slowly through the intermediate and low pressure
turbines due to the charging time (several seconds)
of the reheater and steam lead volume. Although
the assumption of constant boiler pressure is often
nade, the effect of limited boiler storage can be
significant as shown in Fig. 16.

In most conventional steam units, changes in genera-
tion are initiated by turbine control valves and

the boiler controls respond with necessary control
action upon sensing changes in steam flow and boiler
pressure. Fnergy is transiently drawn from or put
into boiler storage since the inputs to the boiler
are relatively slow in relation to the speed with
which a turbine valve cen move!

In the case of once-through units, their response
has been very much a function of the method and
philosophy adopted in the coordinatjon,of ontrols
of the bozler turbine unit. 20?%213%22)?233 By
assigning the turbine control valves the task of
continuous boiler pressure regulation in addition
to their normal role of supplying load demands, a

I

radical change in prime-mover respdﬁ%e characteris-
tics can result depending on the relative weight
glven to “he pressurs control Sunczion relative to
the MW control function. Tig. 17 3descrites this
variation in prime mover restonses that can oceur
depending on the gain in the cross-coupling between
pressure and MW control loops.

The subject of prime-mover system response is of
particular significance under conditions of isolated
system operation which can occcur ix the course of

a major disturbance. Fig, 18 illustrates the ef=-
fects of having generation with dissimilar response
characteristics in an isclated system subjectea to

a sudden load unbalance.

Another interesting and important area concerns the
dynamics of hydro generation. Because of water
inertia effects, the hydro %urbine exhibits an
initial reversal in response which washes out to the
final value with the characteristic water starting
time. This peculiar response characteristic has
made it necessary to use transient droop character-
istics in governors for hydro turvines, This fea-
ture, in essence, cuts down the transient gain of
the regulating loop so that hydro generation exhib-
its slower short-term (measured in seconds) response
capability than steam generation.

A pertinent observation at this point is that prover
attention to optimizing the control performance of
individual units as determined by criteria of iso~
lated operation can often be ignored entirely since,
in parallel operation with & very large system, the
stability of governing is provided by the composite
effects of many other units. When, however, the
practice of ignoring these requirements is extended
to a large proportion of the units, problems can
arise such as experienced several years ago in pre-
dominantly hydro systems which experienced instances
of frequency instability (in the order ofgﬁ)OT Hz)
due to improper adjustment of governors.

(25)(26)

Supplementary Generation Controls

If the mechanism of changing generation to match
loads is left to the primary speed control or gov-
erning action, the only way a change in generation
can occur is for a frequency deviation to exist.
Restoration of frequency to rated value requires
manipulation of the speed/load reference, Xnown as
generation control or supplementary control.

Generation control in a given areas has the following
objectives:

(1) Matching area generation changes to area
load changes.

(2) Distributing these chenges among generators
so as to minimize operating costs.

Meet ing the first of these objectives is known as
supplementary control. Addition of the second ob-
jeétive is labeled supplementary control with eco-
nomic allocation.

In isolated systems, Trequency jeviation is the only
index of mismatch between generation and connected
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lcad, and supplementary control or reset action
sverates on this deviation to restore vallance.

In the more usual case c¢f interconnected system
operation, a mismatch Detween lcad and generation
in a given area results in deviations of %ie flcws
and Frequency. In the usual case oT aregs inter-

cnnected to others which are part of a very large
ower pool, frequency deviations are very small,
and ithe bvasic effect of a load change in |an area
is felt as a deviation in the tie flow between %the
area and neighboring systems.

A6 Il

Xeeping in mind the basic objective of supplemen-
tary control the restoration of balance jetween
area load changes and area generation changes,
this basic objective is met when control |action
restores frequency deviation and tie line devia-
tion to zero.

The objective of achieving noninteraction between
control efforts in interconnected areas iead to
the use of the ares control error (ACE) made up
from tie line deviation added to frequency devia-
tion weighted by a bvias factor, providing each
area with approximate intelligence as to|the loca-
tion of the load change.

This concept, alsc known as "tie-line bias load
Srequency control,” is based on the philosophy that
upplementary control in a given area should cor-
+ for load changes in that area but should not

)

s T I

ec
he acting to supply load changes in the other area
beyond the contribution made by virtue of frequency
deviation through its area regulating characteris-
tic.

Fig. 19(19)shows typical phenomena with the load
change being initially supplied by the intercon-
necting ties and then being gradually satisfied

by the area generation through supplementary con-
trol action.

Yew Functions in Modern Generation Contrpl Systems

The area of automatic dispatch or automatic zenera-
tion control has evolved rapidly from the days when
the function was performed manually, to [the days

of simple analog systems and to the present trend
to sophisticated direct digital control.

Fig. 20 sketches the evolution of systems from the
simple single pulsing controller to the juse of
direct digital control made possible with the ad-
vent of the modern digital process contrjol computer
and recent great improvements in data transmission
and communication equipment. Practice is almost
universal in new systems of developing fhe control
logic, including considerations of econdmic alloca-
ion, at the zentral location called the dispatch
center.

In addition to the area control error,
loadings are telemetered to the central
where supplementary control and economi
logic develops the desired generation
action for the individual units.

mit MW
location
allocation

the past, the amount and type of con
14 be provided, and indeed the

[N
[oue]
{0

ot

0

[o]

=
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for a particular control philesothy, was to some
extent influenced by the prectical conszraints of
analog hardware implemenzation. With the use of
digital computers this i

3 10 ilcnger the case since
it is a simple matter to accommodase with control
sofsware almost any degree of logic that may ve
desirable. This new fresdom Irecm hardware con-
straints in the implementation of centroel logic
makes it a simple matter to implament a wide range
of strategies, ?

The concept of generation control has svolved rapid-
ly from the simple function of minimization of Area
Control Error to the addition of the function of
economic allocation of generation and simultaneously
the minimization of control effort.

An interesting application of digital control logic
is in the provision of nonlinear ITiltering logic %o
minimize unnecessary and ineffsctive control action.
It is characteristic of load frequency control sys-
tems that the control error contains random com-
ponents with frequencies considerably higher than
the closed loop response bandwidth of generation
control. Control action in response to these ran-
dom components does not reduce ACE dut merely im-
poses an unnecessary wear and teer on governor
motors, turbine valves and other plant equirpment.
The conventional approach with linear Ziltering
accomplishes noise reduction at the sxpense of spead
of response. Nonlinear digital lcgie can be designed
to preserve the response cdpabilities for large and
sustained error signals while rejecting control
action for the small(%
components of error.'<
Another function of modern digital generation con—
trols is to account for rate of change limits in
machines including time varying consiraints such as
are imposed by considerations of thermal stresses
in steam units.

As system control centers take on added responsi-
bilities for monitoring and maintaining security of
systems, the function of generation control will
also include the task of sudden reallocation of
generation as may be dictated by security considera-
tions such as the avoidance of loading constraints
in the transmission system.

PRIME-MOVER ENERGY SUPPLY SYSTEM DYNAMICS

Perhaps one of “the most challenging areas in the
field of dynamics and control lies within the
foundaries of the large motlern power plant. Industry
approaches to the problem of dynamics and control
have been quite different in the area of fossil-
fired plants as compared with what was needed to

make the modern nuclear plant a reality.

Fossil-Fired Plants

The process of thermal energy conversion is charac-
terized by very high order dynamics. Fossil plants
evolved over ti» vears from a process that was con-
trolled largely manually to one that today requires
very complex multi-variable controls. The complex-
ity of the process dynamigs discouraged analytical
approaches. The process was slow enough to admit

g? nigh frequency (nonsustained)
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overation under manual control and its evolution

sccurred over decades when the technology of dy-

nanics and control was largely an art. [Hence, the
development of plant controls has been largely an
evolutionary process of closing a loop here, adding
an improvement there - a process that has relied
largely on extrapolaticn of past experience and
2xperimentation on site

Within the last decade, several developments have
given new thrusts and opened new opportunities for
major improvements in the control of plants. These
are:

(1) Computational capability has expanded
many billions of times making it possible
to simulate the very complex priocess dy-
namics, a step that is essenti in the
engineering of controls.

(2) Major improvements have occurred in control
hardware capable of performing |complex
computational and logic functiaqns.

(3) Rapid advancements in control technology
which provide the bases for complex multi-
variable control system design.

Concurrently, the need for sophistication in control
design and proper account of process dynamics has
increased manyfold due to the adoption 9f large
generating unit sizes which typically are ten times
the ratings of units of twenty years aggo. Along
with increased sizes, there have been increases in
design pressures and temperatures closer to the
limits of materials.

Although there is growing recognition that transient
duty and the quality of control of plant variables
have a direct correlation with plant availability,
there appears to be much room for improvement of
plant controls through the use of modern approaches
of engineering the sytem through simulation. Much
too often the added costs of such approaches are
weighed against the costs of the control hardware
rather than against the costs of the total plant
whose performance and availability are directly
Tected.

Boiler-Turbine Simulation

Fig. 21 schemati?al%y describes a typical boiler-
turbine process. The process dynamics are
characterized by the distributed nature| of thermal
and fluid storage in various sections. | The process
of fluid flow and heat transfer is highly nonlinear
as can be noted from the simplified set| of equa-
tions in Fig. 22 describing the finite difference
approximation to the process physics equations
which are nonlinear partial differential equations.
The set applies to one heating section. To place
the overall task in proper perspective, a typical
boiler must be represented by 20 to 30 |such sections
whose equations must be solved simultaneocusly.

The subject of simulation of the boiler-turbine
process in a fairly comprehensive manner gained
1ndustr:(' Ssuention in 1958 with the publication of
a paper on the design of noninteracying controls

i

for a marine beiler. snalcg ccmputer simulation
was used requiring adoptidn ¢ Linearization tech-
niques, _Singe that time, many atismpis have been
s =] 35755 i L’%) ! : W 2 L3 nav oe "
made-+2~ 222722738 siguiaticon of utility teile

turbine units with varying degrees of sucuess.
rapid advancements in dizital tecaniques made it
natural to tackle the huge computation task digi-
tally. The digital computer also made 1t pessible
o describe the process in i form, whereas
such approaches on analog Tacilitids would have
required hundreds of mul ipllers and function
generators, much ceyo?‘ he capacity of the largest
conceivabple facility.

Unlike analog techniques for the solution of d4if-
ferential equations which can 2e classifed as al-
most standard, the solution of such equations by
means of digital computars involve use of aumerical
techniques of which there are many and, no doudnt,
many still to be developed. A given problem can
be solved with different numerical fechniques *o
yield essentially the same result. It is quite
easy, nowever, to consume a hundred times as much
computer time solving the governing equations one
way as compared with what might be required solving
them another way. Several approaches have been
taken with the use of digital computers in this
area. A powerful method has deen the use of linear-
ization techniques similar <o those used with analog
computation and with the soluticn of the resultin
set of linear differsnti equations by state space
matrix formulations. (31)

Another interesting application has been the use of
the digital computer to calculate linearization
paramegers for use in analog computer representa-—
tions.

Unique %ods of digital simulation have bveen de-
veloned to model the process, preserving its non-
linear nature. The need Tor solution in nonlinear
form can be appreciated from Fig. 23 which describes
the fluid prorerties along the heating path of typi-
cal once-through boilers. Another incentive for the
nonlinear treatment of the process relates to the
needs of control design wherein the real challenge
lies in providing for proper logic through large
disturbances which result in additional nonlineari-
ties due to such factors as valves and dampers hit-
ting limits.

Fig. 2h(35)describes a very effective technique of
solution where the sets of equations describing
pressure-mass flovw phencmena are solved nonsimul-
taneously with the equations which yield the tempera-
ture profile. The temperature profile is solved by
techniques of modeling of heating sections derived
by visualizing the continuous f{lcw process as a
sequence of pulsations whereby the volume of a given
section is filled instantaneocusly with fluid at in-
let conditions; after residing in the volume for a
time equal to the residence time, the fluid is in-
stantaneously to the next volume. The visualization
of flow in terms of such discrete pulsations permits
solution of the fluid temperature at the discrete
instant of expulsion, as a c..osed form transition
algorithm operating on the inlet temperature, account-
ing for the heating during the reSLQenc= period.
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The protlem of modeling of neating ns is 2
=y 13D t z? =<hes o plan<
i Jicant ¢ tions
a in all 1 ap-
ial anal ute;

e of suc=
i 1 by simula-
n she boiler process dynami naracteristics.

v also illustrate She slow time response nature
of grocess dynamics in this area.

[6)]

imulation by empirical approaches and tests is
also most useful and plays a big role even when a
‘arge part of the process is modeled irom mathe-
atical description of the process physigs. For
instance, the response characteristics or sub-
systems such as that of a pulverizer, or nydraulic
coupling, etc., are usually described by |appropri-
ate lags and deadtimes generally derived | from tests
rather than analysis.

(1)

|23

-

T4 is encouraging that industry contributions con-
~inue to e made in the area of modeling| and in the
very important area of documenting test response
fara. (55607 -

Zontrol Design

Slant dynamics are of prime interest for| design of
sontrols. The synthesis of a control copfiguratiocn
“or a complex process such as just described pre-
sents a real challenge to the control enFineer.

[s]

Attempts to automate the design process [py optimi-
zation theories of modern control methodology have
a0t been practical because the process is highly
nonlinear, the control logic must recog ize con-
straints such a valves at limits, etc.,.jand the
information availavle from the process generally
involves much fewer states than the order of the
system. The most practical approach will continue
~0 be the use of simulation {n interactive process
wnersby the engineer develops a desizn By an order-
ly process of trial and evaluation.

The options of accomplishing a given co trol func-
cion are many and the mix of feedforward, feedback,
eross-coupling for noninteraction, and adaptive
features that are used requires a strong element

of creativity and judgment. Such difficult ques-
+ions as sensitivity of the configuration to vari-
ations in process characteristics, reliability ver-
sus complexity, etc., must be carefully | weighed.

Typical modern boiler-turbine control systems have
been configured as large operational amplifier
enalog type systems with nundreds of elements such
as described in Fig. 27. Also showm in Fig. 27

is the next evolutionary step in configuring the
control system with digital ccmputers rather than
analog operational amplifier type systems. This
step, already taken in scme pioneering applica~
+ions, promises major venefits to the plant control
sunction. Digital control permits use jof practi~
cally unlimited control logic, including such
functions as nonlinear and adaptive control. So-
phistication is often giscouraged in the case of
analog controls since it invariably involves more
components, and complexity must be weighed against
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Mucl=ar Plants

Dynamics have teen a mos: lmportant o
design of auclear plants which nave tak
steps based on engineering crediction
gradual evolution freom cne existing s
the next.

The requirements of regulatory bodies nave also
played a strong role in requiring sxtremely complex
dynamic simulations to assure that proper sale-
guards are designed inte <He plant to cope with
numerous contingencies. ?Process dynamics include
complexities of core Ilux analysis and fuel elsment
therwal sransisnts. The ddsic steam dynamics have
hean somewnat simpler <han is the case :
fcssil plant tecause 3 senditicns ar

limited to saturation.

The role of dynmamics in the nuclear plant has oeen
orought to light in scne ak%citing appiications such
as shese involving the use of plant simulators for
operator training. 4L/ Hape the operator intarlace
of several hundred meters, recorders, coentrollers,
switshes and buttons, indicating lights and annunci-

The tlant,
» with
face to

ators is preserved as in the real plant.
however, is simulated by a digital comput
appropriate rrogranms and ipput/output inter
perform dynamically as ~lose %o the real plant as
is practical. Although zhe need for such facilisi
for operator training nas been critical in the cas
of nuclear plants, similar approaches could well b
justified to provide ogerator training in the case
of “ossil-fired plants. To date, simulators for the
latter have been made up of analog hardware with
associated limitations in size, complexity and
maneuverability.

e
e
i

28
e
e

I0MS

An overview of process dynamics in electric utility
systems is a task that +ould require volumes to do
it justice.

In %his paper, we have attempted to cover the sub-
ject of necessity in a rather superficial manner.
Process dynamics were categorized in three major
areas, that of the electrical systen and machine
dynamics, systen governing and generation controls,
and power plant dynamics and control.

Some observations on tze importance and emphasis
Ziren to dynamics in <rese areas attempt to rslate
current approaches to Jactors <hat explain them.
T™e role of control %
pline of dynamics is
areas discussed.

nhnology as part of the diseci-
1so touched on in cthe several

a
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in dynamic
~line control| deviee has

=any opporiunities for new aprroaches to

i ower systems. Ais

the

in <he

o3 ef

arsas, one realizes that 4 sciplines must 11,
< ce, the use of

ST valving on turbines for power |system stability

ises the impact of such actions gn the design of

Sine controls and energy supply (syste

m control

ar=as that have until recently been somewhat urn-

4 from the fast dynamics of e@lectrical “ran- 12.

3y 7ar, *he most important aspect of ihe task is
R

the develoovment orf indepth knowledge of =<he oro-

cess dynamics and associated modeling techniques. 13.
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