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Critical Conditions for Connected-k-Coverage in Sensor Networks

Guanqun Yang and Daji Qiao

Abstract—Connected-k-coverage has been recognized as an
effective notion for prolonging the sensor network lifetime. It
requires the monitored region to be k-covered by a connected
component of active sensors, which is less demanding than
requiring k-coverage and connectivity among all active sensors
simultaneously. While critical conditions for k-coverage and
connectivity have been studied separately before, there is a
lack of fundamental understanding about connected-%-coverage.
In this paper, as one of the first efforts in understanding the
fundamental basics about connected-%-coverage, we analyze the
critical conditions for connected-%-coverage using the percolation
theorem and demonstrate their effectiveness using simulation
results.

Index Terms—Sensor networks, connected-k-coverage, critical
conditions, percolation theorem.

I. INTRODUCTION

OVERAGE is one of the fundamental issues to almost

all sensor network applications. The ultimate goal of
deploying a sensor network is to cover/monitor a region, and
in order to have a sensor network function properly, it is
always desirable that sensed data can be reported to the user
whenever need arises. To achieve this, the requirement of full
connectivity among all active sensors is apparently a sufficient
condition. However, such a strong requirement may not be
necessary. What we really need is the existence of a connected
component of active sensors that is able to provide the desired
coverage.

Motivated by this observation, we explore the notion of
connected-k-coverage as follows. A region is said to be
connected-k-covered if it is k-covered by a connected com-
ponent of active sensors. Clearly, such a requirement is less
demanding than requiring k-coverage of the sensing region
and connectivity among all active sensors at the same time, but
can still guarantee proper functioning of the sensor network.
As a result, the number of required active sensors may be
reduced, thus prolonging the sensor network lifetime. Unfor-
tunately, there is a lack of fundamental understanding about
connected-k-coverage such as its critical conditions, which
prevents effective and efficient application of the connected-
k-coverage notion to real-world sensor networks.

Critical conditions for k-coverage [1], [2] or connectivity
[3], [4] alone have been well-studied. Recently, several algo-
rithms [5]-[7] have been proposed to provide connected-k-
coverage in a sensor network. However, the following funda-
mental problem remains unstudied: given a randomly deployed
sensor network where sensors are active with probability
p, how many sensors are needed to achieve connected-k-
coverage? Note that this problem is different from that in [8],
where connectivity and k-coverage are required at the same
time.
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In this letter, we investigate the theoretical foundations
about connected-k-coverage and derive its critical conditions
under various scenarios. To the best of our knowledge, this
is one of the first efforts in understanding the fundamentals
about connected-k-coverage in sensor networks.

II. CrITICAL CONDITIONS FOR
CONNECTED-k-COVERAGE

A. System Models

We consider a sensor network with a total of n sensors
deployed uniformly randomly and independently to cover a
unit-area convex region (D). At any given time, each of the
deployed sensors is active with probability p, independently of
each other. According to [8], [9], for sufficiently large n, the
set of active sensors form a stationary Poisson point process
with density np. Every sensor has fixed sensing radius (75) and
communication range (r.), and we let o = :—z We denote the
sensor network as N, . n ), and a geometric graph G, p)
can be constructed by connecting sensors in N, ;. n ) that
are within r. to each other. In the rest of this paper, we say that
an event almost surely (a.s.) occurs if its probability goes to 1
as n — oo. We also write g(n) = o(f(n)) iff lim, % =
0. Throughout this letter, we use ¢(np) to denote a growing
function that goes to infinity as n — oc.

B. Critical Condition when o < 1

LEMMA 1. D is a.s. k-covered by N(,, v np) if, for some
growing &(np), p and rs satisfy npmr: > log(np) +
kloglog(np) + ¢(np) for sufficiently large n.

Lemma 1 is a well-known critical condition for sensor net-
work k-coverage and has been proved in [2]. In [3], the authors
derive the sufficient condition for asymptotic connectivity in a
randomly uniformly deployed wireless network. When np is
sufficiently large, the underlying point process is essentially
a Poisson point process restricted to D with density np [9].
Thus, we have the following lemma.

LEMMA 2. N, . np) IS a.s. connected if, for some growing

é(np), p and r. satisfy npmr? > log(np) + ¢(np) for
sufficiently large n.

THEOREM 1. When o = :—5 < 1, D is a.s. connected-k-
covered by Ny, np) if; fo; some growing ¢(np), p and
rs satisfy nprr? > log(np) + kloglog(np) + ¢(np) for
sufficiently large n.

Proof: From Lemma 1, we can directly get that D is a.s.
k-covered by N(,_ ;. np) under the condition in Theorem 1.
On the other hand, we have

2 log(np) + kloglog(np) + ¢(np)
- a? (€]

2 Ts
NPT, = NPT <—)
[

> log(np) + ¢(np),

for sufficiently large n. So, according to Lemma 2, N(;._ . n.p)
is also a.s. connected under the same condition. Thus, when
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a < 1, D is a.s. connected-k-covered under the condition
in Theorem 1. Note that, when a < 0.5, k-coverage always
implies connectivity [5], [7] and consequently connected-k-
coverage regardless of n. [ ]

C. Critical Condition when o > 1

When a > 1, coverage does not asymptotically imply
connectivity. In order to derive the critical condition for this
case, we make use of some results from the percolation
theorem [10]. According to Proposition 6.6 in [10], as the
density of N, . np) goes to infinity, there exists a unique
dominant connected component consisting of most sensors in
N¢r, ro.n,p)» Which we denote as G4 while each of the

TeyN,p)’
sensors not belonging to G‘(irc " p)(is a.s). isolated (i.e., not
connected to any other sensors 1n N¢r, ron,p))- Hence, the
probability of D being connected-k-covered (denoted as Pe)
is a.s. equal to the probability (denoted as FP.) that: (i) D
is k-covered by all sensors, and (ii) there does not exist a
singly-isolated sensor whose sensing disc is not k-covered by
sensors belonging to G(ch;n7p). We denote the probabilities of
satisfyipg conditions (i) an(j (i) as Peoy and P.onp, respectively.
Then, Py is bounded by Py > Peoy + Peonn — 1. Moreover, if
we use ¢, to denote the probability that a sensor belongs to a
connected order-m component of /V, (rs,Ic,nm)v Proposition 6.6

in [10] can be expressed as lim,, o :;:2 qm = 0, i.e.,
> o m =o0(q1) = 0(6’"1’”3). Thus, the probability (P,)

that a sensor belongs to G?T n,p) CaN be written as

Pa:l_zqm:1—q1—0(q1)=1_67npwz_0(e

m=1

—npm"f)

(@3]

LEMMA 3. When o = :—S > 1, P.own of a sensor network
Ny, ronp) IS a.s. equal to 1 if, for some growing ¢(np), p
log(np)+(k+1) log log(np)

=7 + ¢(np) for

and r. satisfy nprr? =
sufficiently large n.

Proof: Suppose s is an arbitrary sensor in N, . n p)-
Let P, denote the conditional probability that, given s is
isolated, s’ sensing disc is not k-covered by sensors belonging

to G‘(irc n.p)- Then, we have

Peonn = 1 — P(3 a singly-isolated sensor whose sensing disc
is not k-covered by sensors belonging to G?rmmp))
>1—np- P(sisisolated) - P. =1—np- e,
(3)

We apply Markov’s inequality and the crossing technique
in [8] to calculate P,. Let Ny, denote the number of crossings
within s’ sensing disc (including the disc boundary) that are
not k-covered by sensors belonging to Gt(jrc,n,p)' We have

E(Ng|s is isolated)
2
< (4nprr? + 2(nprr)?) <e*npw<T§*T§)Pa> @

P. < P(Ny > 2‘5 is isolated) <

ko
[

(npm(ri —r2)Pa)’

X -
i!

i

Il
<}

Intermediate steps in deriving (4) are omitted due to space
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limitation; please refer to [11] for details. Now we have

lim P. < 3(npma’r?)? (efnma?fl)rim)

x k(npm(a® — 1)r2Pa)* "
By inserting (5) into (3), we have
2 2
lim Peom =1 — Cnp o~ (@ Pa—Pat1)npmr]
Jim ( ) N

x (npmrd) R

where C = 3a%k(a? — 1)1 is a positive constant. To
simplify the presentation, we use p; to denote the second term
in the right-hand side of (6). By using (2) and the expression
of nprr? in the statement of Lemma 3, we have
log p1
= log(C) + log(np) — o*nprr: + (a2 —-1) np7rr§einpmﬂZ
+ (a2 -1) npm”fo(efnp”g) + (k + 1) log(npmr?)
2 2

+ (k—1)log (1 —e " — o (efnp”C>)

=log(C) = (k+1)

29 (np)
o log(np)e KT

log(np) + (k + 1) loglog(np) + a?¢(np)

log

+ (a2 —-1) npﬂrfefnpwz + (a2 —1) nprio (einpm"z)

2

+ (k—1)log (1 B (efnp”C)) .

As n — 0o, ¢(np) — 00, SO  we
2 2
have e "P7"c — 0, npﬂ'rge’"p”c — 0,
? log(np)e T
a”log(np)e
l0g | Togtmp+ (D) Tog log(np) Fa?a(np) - oo and

npmr2o (e—nprrrf) — 0. Accordingly, as n — oo,
logpy — —oo, ie., p1 — 0. Hence, Peonn is a.s. equal
to 1. |

THEOREM 2. When o = :—j > 1, D is a.s. connected-
k-covered by Ny, ;. np) if for some growing ¢(np), p
and r. satisfy nprr? > 10g(np)+(k—;§) loglog(np) | o(np) for

sufficiently large n.

Proof: Firstly, according to the percolation theorem, we
kpow that Py is a.s. equal to P, which can be bounded by
Peke = Peov+ Peonn — 1. Secondly, the condition for k-coverage
(as in Lemma 1) can be derived directly from the condition
in Theorem 2, i.e., Pooy — 1 as n — oo. Thirdly, according
to Lemma 3, given the condition ip Theorem 2, P.onn — 1 as
n — oo. Therefore, as n — oo, Peke — 1, and consequently
Py — 1. |

D. Summary

We summarize the results of this work as follows.

e When o < 1 (ie., rs < 70), D is a.s. connected-k-
covered under the condition in Theorem 1. Particularly,
when a < 0.5, k-coverage always implies connectivity
and consequently connected-k-coverage regardless of n.

e When o > 1 (i.e., rs > r.), the derived critical condition
for connected-k-coverage a.s. implies k-coverage, but the
network is a.s. disconnected. Compared with the critical
condition for connectivity in Lemma 2, the derived criti-
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Fig. 1. Py and Py for different combinations of n and «. n is the

total number of deployed sensors. At any given time, each sensor is active
with probability p = 0.1. « is the ratio of the sensing radius (rs) to the
communication range (r¢). n},’s are obtained using (7).

cal condition for connected-k-coverage is less demanding
than that for simultaneous k-coverage and connectivity.

ITI. SIMULATION RESULTS
A. Simulation Setup

Due to space limitation, we only show the simulation results
for connected-1-coverage. We consider a unit-area square
region to be monitored by a network of n sensors. At any
give time, each sensor is active with probability p = 0.1,
independently of each other. For each sensor, 7, is 0.04 units,
and r, varies from 0.03 to 0.04 units, which correspond to dif-
ferent a. We choose the slow growing +/loglog(np) as ¢(np).
We divide the monitored region into a grid of size 250%250,
and approximate that connected-1-coverage is achieved if all
grid points are 1-covered by sensors on G ;. ). The torus
convention [8] is employed in the simulation to avoid edge
effects.

B. Simulation Results

For each combination of n and «, 10000 sensor network
deployments are randomly generated. We simulate one snap-
shot for each deployment, where each sensor is active with
probability p = 0.1. Thus, the probability of connected-1-
coverage can be estimated as Py = 5\4%’ where M is the
total number of snapshots when all points are 1-covered by
Sensors on G(Tmn,p). We also study Fyom — the probability
that both 1-coverage of the region and connectivity of active
sensors are satisfied. Simulation results are plotted in Fig. 1
and we have the following observations.

Firstly, when a = 1, the difference between two probability
curves is too small to be visible for any n. Similar results
can be observed for other v < 1 cases. This implies that,
when a < 1, though we only prove (in Theorem 1) the
asymptotic implication of 1-coverage on connectivity, requir-
ing connected-1-coverage is indeed almost always equivalent
to the requirement that both 1-coverage of the region and
connectivity among active sensors are satisfied, regardless of
the size of the sensor network.

Secondly, when oo = 4/3, there is a significant gap between
the two probability curves. In fact, the gap gets larger as «
increases. As shown in the figure, when P is very close to
1, Poon 1is still low. This implies that, though a network of
active sensors is still disconnected, it may have already been
able to connected-1-cover the region.

At last, we calculate n}, as follows and show it in the figure:

min{n : nprr2 > log(np) + kloglog(np)

N +é(np)}, if a <1,
a mln{n . npwrf > log(np)+(k4;1) log log(np)
+¢(np)}, if a>1.
@)

By Theorems 1 and 2, we expect that when n > n}, Fuc
should be close to 1. However, we see from the figure that
this prediction is not so accurate. The discrepancies are due
to the asymptotic nature of our results, and we expect them to
become smaller as n grows or when a faster growing function
is chosen for ¢(np), e.g., (loglog(np))?. This observation
also indicates that in practice a slightly higher value of n

should be used than the one predicted by n}, in (7).

IV. CONCLUSIONS

In this paper, we explore the notion of connected-k-
coverage in sensor networks. We investigate the theoretical
foundations about connected-k-coverage and, by applying
the percolation theorem, we derive the critical conditions
for connected-k-coverage under different relations between
sensors’ sensing radius and communication range. Simulation
results show how the derived critical conditions may be used
in practice for predicting the number of active sensors required
to achieve the desired connected-k-coverage, given the region
to be covered and sensors’ sensing radius and communication
range.
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