Abstract—We present maximum likelihood (ML) methods for
space–time fading channel estimation with an antenna array in
spatially correlated noise having unknown covariance; the results
are applied to symbol detection. The received signal is modeled as
a linear combination of multipath-delayed and Doppler-shifted
copies of the transmitted waveform. We consider structured and
unstructured array response models and derive the Cramér–Rao
bound (CRB) for the unknown directions of arrival, time delays,
and Doppler shifts. We also develop methods for spatial and
temporal interference suppression. Finally, we propose coherent
matched-filter and concentrated-likelihood receivers that account
for the spatial noise covariance and analyze their performance.

Index Terms—Array processing, coherent matched-filter detec-
tion, noncoherent detection, time-varying channel estimation.

I. INTRODUCTION

To combat fading and suppress interference in wireless
communications, both channel and noise properties need to
be estimated. In this paper (see also [1]), we propose algo-
rithms and derive performance measures for space–time esti-
mation of fast, frequency-selective fading channels in the pres-
ence of spatially correlated noise having unknown covariance.
This is unlike most previous work, which typically assumes
slow-fading channel (neglecting the Doppler effects) [2]–[9] or
spatially white noise [10], [11], or both [12]–[16]. (References
to several recent papers dealing with spatially correlated noise
will be given later.) We consider structured and unstructured
array responses and model the signal as a linear combination
of parametric basis functions that account for the multipath
and Doppler effects. The proposed basis-function model is used
to combat fading (due to multipath and Doppler effects), whereas
the spatially correlated noise accounts for co-channel interfer-
ence. We then propose receivers that utilize both estimates of
the channel and spatial noise covariance and analyze their per-
formance.

The signal and noise models are explained in detail in Sec-
ction II. First, we present the structured array response model
that allows estimation of directions of arrival (DOAs). The DOA
information can be useful for locating E-911 calls and other ap-
lications (for example, radar and sonar; see the discussion in
Section II). Then, in Section II-A, we present the unstructured
array response model, which avoids estimating the DOA para-
eters, thereby reducing the computational complexity. In Sec-
ction II-B, we propose several basis-function models that account
for fast, frequency-selective fading by suitably discretizing the
time-delay and Doppler spreads of the received signal. Com-
pared with the exact signal model, these basis-function models
significantly reduce the number of (nonlinear) time-delay and
Doppler parameters to be estimated. In Section II-B1, we show
that the proposed basis-function formulation is well suited for
transmit–receive antenna array systems as well.

In Sections III and IV, we present maximum likelihood (ML)
estimation algorithms and Cramér–Rao bounds (CRBs) for the
structured array response model. We show that the CRBs for
the direction-of-arrival and basis-function parameters (time de-
lays and Doppler shifts) are uncoupled. As a consequence, the
CRB expressions for the basis-function parameters are indepen-
dent of the array-response parameterization (and vice versa).
This result has important practical implications (motivating the
unstructured array model); see Section IV. Then, in Section V,
we derive ML algorithms for the unstructured model. In Sec-
ctions III and V, we also derive the concentrated likelihood func-
tions for the unknown nonlinear parameters and discuss relation-
ship with previous work. Additionally, in Section V-A, we
investigate how the time-delay and Doppler-shift discretizations
affect the channel and noise covariance estimates and concen-
trated likelihood function. In Section VI, we discuss methods
for spatial and temporal interference suppression based on de-
compositions of the concentrated likelihood function.

In Section VII, we propose coherent matched-filter and con-
centrated-likelihood receivers that incorporate the estimates of
both the channel and spatial noise covariance. These receivers
exploit the following:

• multipath and Doppler diversity (using the proposed basis-
function models; see Section II-B);
• interference-suppression capability of the antenna array
(using the spatially correlated noise model for the inter-
ference).

We show analytically that the proposed coherent matched-filter
receiver outperforms (in terms of error probability) the coherent
receiver that does not take into account the spatial noise co-
variance. In Section VII-B, we propose concentrated-likelihood
(with respect to the channel and noise parameters) receiver and
derive its recursive implementation (see Section VII-C). Finally,
concluding remarks are given in Section VIII.
II. SIGNAL AND NOISE MODELS

Suppose an $m$-element antenna array receives several scaled, time delayed, and Doppler-shifted copies of a known complex baseband signal $s(t)$. Then, the $m \times 1$ vector signal received by the array at time $t$ becomes

$$ \mathbf{y}(t) = \sum_{p=1}^{P} \mathbf{a}^{\top}(t_{p}) \cdot x_{p} \cdot \exp(j \omega_{p} t_{p}) s(t-t_{p}) + \mathbf{e}(t) \quad (2.1) $$

for $t = 1, \ldots, N$, where $\theta_{p}$ is the vector of DOA parameters (and may contain additional parameters, such as scattering and polarization coefficients; see [17]), and $x_{p}$, $\omega_{p}$, and $t_{p}$ are the complex amplitude, Doppler shift, and time delay for the $p$th path ($p = 1, 2, \ldots, P$). Further, $\mathbf{a}(\theta)$ denotes the (single DOA) array response vector, and $\mathbf{e}(t)$ is additive noise.

Note that in the above model, it is assumed that the Doppler effect can be modeled by a frequency shift (which is the narrowband signal assumption; see e.g., [18, ch. 9, eqs. (19) and (23)]), and the propagation time of the signal across the array is much smaller than the reciprocal of the signal bandwidth, which is the standard narrowband assumption. The time-delay and Doppler spreads of the received signal in (2.1) are equal to $\max\{\tau_{1}, \tau_{2}, \ldots, \tau_{P}\} - \min\{\tau_{1}, \tau_{2}, \ldots, \tau_{P}\}$ and $\max\{\omega_{1}, \omega_{2}, \ldots, \omega_{P}\} - \min\{\omega_{1}, \omega_{2}, \ldots, \omega_{P}\}$, respectively. We use the subscript $\tau$ in the above parameterization to emphasize that these are the “true” parameters, as opposed to the discretized model introduced below (see Section II-B).

The model (2.1) contains a large number of parameters, especially when the number of paths $P$ is large. A way to solve this is to parameterize the time delays $\tau_{p}$ and Doppler shifts $\omega_{p}$ by using suitable basis-function expansions, which we discuss in detail in Section II-B. To accommodate basis functions and more general scenarios, we generalize (2.1) to the structured array model

$$ \mathbf{y}(t) = \mathbb{A}(\theta) X \mathbf{f}(t, \eta) + \mathbf{e}(t), \quad t = 1, \ldots, N \quad (2.2) $$

where $\mathbb{A}(\theta)$ is an $m \times r$ array response matrix parameterization, and $X$ is an $r \times d$ matrix of unknown coefficients for the functional representation described by a $d \times 1$ vector of basis functions $\mathbf{f}(t, \eta)$ (where the parameter vector $\eta$ is unknown in general). The result in (2.1) is a special case of (2.2) with $r = d = P$. $\mathbb{A}(\theta) = [\mathbf{a}(\theta_{1}) \cdots \mathbf{a}(\theta_{P})]$, $\theta = [\theta_{1}^{\top}, \ldots, \theta_{P}^{\top}]^{\top}$, $X = \text{diag}(x_{1}, x_{2}, \ldots, x_{P})$, $\mathbf{f}(t, \eta) = \mathbf{f}_{t}(t, \eta_{t}) = [\exp(j \omega_{t} t_{p}) s(t-t_{p})]_{t = 1, \ldots, \tau_{P}}$, and $\eta = \eta_{t} = [\omega_{t}, \ldots, \omega_{t}, \tau_{t}, \ldots, \tau_{t}]^{\top}$. The structured array basis-function formulation in (2.2) is very general. It has been used in [19] for EEG/MEG source location, in [4] for DOA estimation (assuming completely known basis functions), and in [20] for radar detection (assuming known DOA’s and basis functions). This model stems from multivariate statistical analysis; see the discussion in Section III. In Section II-B, we show how it can be used to model fast-fading, frequency-selective communication channels, as well as transmit–receive antenna array systems (see Section II-B1). Additionally, it can be used to model multiple moving point targets (applicable to radar or sonar array processing); then, $\mathbb{A}(\theta) = [a_{p}(\theta_{1}) \cdots a_{p}(\theta_{P})]$ and $\mathbf{f}(t, \eta) = \mathbf{f}_{r}(t, \eta_{r})$, where $P$ is now the number of targets.

The noise term $\mathbf{e}(t)$ models interference due to receiver noise, co-channel interference (CCI) in wireless communication channels, or clutter in radar. Throughout this paper, we assume that $\mathbf{e}(t)$ is zero-mean Gaussian, temporally white and spatially correlated with unknown positive definite covariance $\Sigma$, constant in time.

Define the vector of channel parameters $\mathbf{\rho} = [\text{vec}(\Re\{X\})^{\top}, \text{vec}(\Im\{X\})^{\top}, \mathbf{\gamma}_{\eta}^{\top}, \mathbf{\gamma}_{\tau}^{\top}]$ and $\mathbf{H}(\theta, X) = \mathbb{A}(\theta) X$. For the structured array model in (2.2), we need a suitable parameterization of the array response matrix $\mathbb{A}(\theta)$. For example, we may choose $\mathbb{A}(\theta) = [\mathbf{a}(\theta_{1}) \cdots \mathbf{a}(\theta_{r})]$, where $\theta = [\theta_{1}^{\top}, \ldots, \theta_{r}^{\top}]^{\top}$, discretize the angular spread of the received signals [21], or use a distributed source model [22]. For communication applications in particular, we are interested in synchronizing the receiver (i.e., estimating the time-delay and Doppler parameters $\eta$; see Section II-B) and estimating the channel matrix $H = \mathbb{A}(\theta) X$. In radar array processing problems, it is of particular interest to find the estimate of $\eta$ (radial velocities and ranges of all the targets) and the targets’ direction parameters $\theta$; then, the “true” model (2.1) is the model of choice.

If we are not interested in estimating the DOAs or do not have an appropriate parameterization for the array response matrix, we may use the unstructured array model described later. For synchronization, it is preferable to use the unstructured array model; see the discussion in Section IV.

A. Unstructured Array Model

We describe the unstructured array response model in which the whole array response matrix is assumed to be unknown with an arbitrary (known) rank, as in [23]. The unstructured array model is robust compared with an incorrectly-structured array model. In addition, it avoids nonlinear DOA parameterization.

The unstructured array model can be written as

$$ \mathbf{y}(t) = \mathbb{H}(\mathbf{f}(t, \eta)) + \mathbf{e}(t), \quad t = 1, \ldots, N \quad (2.3) $$

with the same noise assumptions as for the structured model in the previous section. Here, $\mathbb{H}$ is the channel response matrix of rank $r$, parameterized as $H = AX$, where $\mathbb{A}$ is an $m \times r$ unknown array response [of full rank $r \leq \min(m, d)$], and $X$ is an $r \times d$ unknown basis-function coefficient matrix having full rank $r$. (We discuss the identifiability of $\mathbb{A}$ and $X$ in Section V and Appendix B.) The vector of the unknown channel parameters for this model is $\mathbf{\rho}_{u} = [\text{vec}(\Re\{H\})^{\top}, \text{vec}(\Im\{H\})^{\top}, \mathbf{\gamma}_{\eta}^{\top}, \mathbf{\gamma}_{\tau}^{\top}]^{\top}$. The mean signal vector for the unstructured model at time $t$ is then $\mathbf{\mu}_{u}(t, \mathbf{\rho}_{u}) = \mathbb{H}(\mathbf{f}(t, \eta))$.

Several special cases of the above model have been considered in the literature. Full-rank unstructured channel models [i.e., $r = \min(d, m)$] are used in [11] and [16] (assuming spatially white noise) and [8] and [9] (assuming spatially correlated

1Structured array model inaccuracies are due to changes in antenna locations, temperature, surrounding environment, gain and phase errors, mutual coupling, quantization and interpolation errors, etc., and can lead to a significant loss in estimation performance.
noise with unknown covariance). In [16], methods are derived for estimating time delays of multiple asynchronous signals and in [11] for estimating time delays and Doppler shifts of a signal in multipath environment [i.e., using \( \phi(t, \eta) = \phi_r(t, \eta_T) \)]. In [8] and [9], methods are derived for time-delay estimation in a slow, frequency-selective fading environment. A flat-fading scenario, when the channel matrix degenerates to a vector (i.e., \( r = d = 1 \), is used in [2] and [6] (see also [24] and [25] for related radar work).

### B. Basis-Function Models

Now, we propose the following fairly general basis-function structure to model flat, fast, frequency-selective fading

\[
\phi(t, \eta) = \phi_r(t, \eta_T) \otimes \phi_{\text{dp}}(t, \eta_{\text{dp}}) \tag{2.4}
\]

where \( \phi_r(t, \eta_T) \) (of size \( L \times 1 \)) and \( \phi_{\text{dp}}(t, \eta_{\text{dp}}) \) (of size \( K \times 1 \)) are suitable parameterizations of the received signal’s time delay (or multipath) and Doppler spreads, and \( \otimes \) denotes the Kronecker product. Here, \( \eta_T = [\eta_T^T, \eta_{\text{dp}}^T]^T \), and the number of basis functions is \( d = LK \). Observe that (2.4) models the fading effects using a rectangular grid in the time-frequency plane; see Fig. 1 and the following discussion.

Note that the model (2.2) with arbitrary \( X \) and basis functions of the form (2.4) with \( \phi_r(t, \eta_T) = [s(t - \tau_{\text{TL}}), s(t - \tau_{\text{TL}}), \ldots, s(t - \tau_{\text{TL}})]^T \) and \( \phi_{\text{dp}}(t, \eta_{\text{dp}}) = [\exp(j \omega_{\text{dp}} t), \exp(j \omega_{\text{dp}} t), \ldots, \exp(j \omega_{\text{dp}} t)]^T \) captures a more general class of fading channels than (2.1) since, for example, it allows for multipath signals arriving from the same direction. For computational simplicity, we can uniformly discretize the time-delay and Doppler spreads

\[
\phi_r(t, \tau) = [s(t - \tau), s(t - \tau - \Delta \tau), \ldots, s(t - (L - 1) \Delta \tau)]^T \tag{2.5a}
\]

\[
\phi_{\text{dp}}(t, \omega_{\text{dp}}) = [\exp(j \omega_{\text{dp}} t), \exp[(j \omega_{\text{dp}} + \Delta \omega_{\text{dp}}) t], \ldots, \exp[(j \omega_{\text{dp}} + (K - 1) \Delta \omega_{\text{dp}}) t)]^T \tag{2.5b}
\]

where \( \Delta \tau \) and \( \Delta \omega_{\text{dp}} \) are the “global” time delay and Doppler shift, respectively, whereas \( \Delta \tau \) and \( \Delta \omega_{\text{dp}} \) are the corresponding sampling intervals. Since the choices of \( \Delta \tau \) and \( \Delta \omega_{\text{dp}} \), respectively, depend on the bandwidth and duration of the signal \( s(t) \), these quantities are known \( a \ priori \) [26]. If we also assume that prior knowledge on the delay and Doppler spreads is available, then we can also determine \( L \) and \( K \) (and therefore \( d \) as well) \( a \ priori \). In this case, \( \eta_{\text{dp}}, \eta_{\text{dp},\text{X}}, \) and \( \eta \) reduce to \( \tau, \omega_{\text{dp}}, \) and \( [\omega_{\text{dp}}, \tau]^T \), respectively. Basis functions similar to (2.5) have been introduced in [26] and [21] (see also references therein) to model fast-fading, frequency-selective communication channels. Unlike (2.5), it is assumed in [21] and [26] that the receiver is perfectly synchronized to the “global” delay and Doppler shift, which are set to zero. The time-varying channel model proposed in [27] can also be viewed as a special case of (2.4) with \( \phi_r(t, \tau) \) as in (2.5a) (with \( \tau \) set to zero), \( \phi_{\text{dp}}(t, \eta_{\text{dp}}) = [\exp(j \omega_{\text{dp}} t), \exp(j \omega_{\text{dp}} t), \ldots, \exp(j \omega_{\text{dp}} t)]^T, \) and \( \eta_{\text{dp}} = [\omega_{\text{dp}}, \ldots, \omega_{\text{dp}}]^T \).

An interesting, physically motivated model for \( \phi_{\text{dp}}(t, \eta_{\text{dp}}) \) follows by discretizing the Jakes model [28] with the \( \Delta \times 1 \) basis-function vector of the form

\[
\phi_{\text{dp}}(t, \omega_{\text{dp}}) = \begin{bmatrix}
\exp[j \omega_{\text{dp}} t], \\
\exp[j \omega_{\text{dp}} \cos(\pi/(K - 1)) t], \\
\exp[j \omega_{\text{dp}} \cos(2 \pi/(K - 1)) t], \\
\ldots,
\exp[-j \omega_{\text{dp}} t]
\end{bmatrix}^T \tag{2.6}
\]

where \( \omega_{\text{dp}} \) is proportional to the speed of the mobile (and, consequently, to the Doppler spread), and \( \omega_{\text{dp}} = \omega_{\text{dp}} \). In general, if a mobile receiver (or mobile transmitter) is surrounded by a rich scattering environment, (2.6) should be used to model the distribution of the received Doppler shifts. Note that in (2.6), the Doppler spread is sampled more densely around \( -\omega_{\text{dp}} \) and \( \omega_{\text{dp}} \) due to the “bathtub-shaped” Doppler profile [28]. If, however, the Doppler spread is small and around a certain mean value (which may be nonzero, in general), then a simple uniform discretization in (2.5b) should be used.

Fig. 1 illustrates the rectangular grid (2.4) in the time–frequency plane for the two sampling schemes considered here. Fig. 1 (left) shows the uniform time-delay and Doppler spread sampling in (2.5), whereas Fig. 1 (right) shows the uniform time-delay and Jakes’ Doppler spread sampling in (2.5a) and (2.6).

### 1) Transmit–Receive Antenna Arrays:

The measurement model (2.3) can also be used to describe transmit–receive antenna array systems [29], [30]. Here, the basis functions describe signals sent by the transmitter array. For example, in a slow, flat fading environment (i.e., negligible Doppler effect and...
time-delay spread), the basis-function vector \( \mathbf{\phi}(t, \eta) \) simply becomes \( \mathbf{\phi}(t, \eta) = [s_1(t - \tau), s_2(t - \tau), \ldots, s_d(t - \tau)]^T \), where \( \eta = \tau, t, s_1(t), s_2(t), \ldots, s_d(t) \) are the signals transmitted by a transmitter array with \( d \) elements. Note also that the model (2.3) allows channel matrix \( H \) to be of an arbitrary rank, which is of practical importance in transmit–receive antenna array systems [31], [32].

III. Maximum Likelihood Estimation With Structured Array

We present the ML estimation procedure for the structured array response model in (2.2) and the noise model from Section II. If the DOA parameters \( \boldsymbol{\theta} \) and basis-function parameters \( \eta \) are known, the above model is known as the generalized multivariate analysis of variance (MANOVA) [33]. For known basis functions (i.e., known \( \eta \)), exact and approximate ML methods for DOA estimation are derived in [4]. For spatially and temporally white noise, an ML estimation algorithm for unknown DOAs, time delays, Doppler shifts, and complex amplitudes in the exact signal model (2.1) is derived in [10]. Here, we estimate the DOAs, basis-function parameters (for models from Section II-B), and the unknown spatial covariance. Additionally, we derive CRB expressions for these parameters; see Section IV.

We will present two expressions for the concentrated likelihood function to be maximized with respect to \( \theta \) and \( \eta \). These expressions provide new insight into the problem (for example, relationship with Capon spectral estimation) and enable easy derivation of the ML results for unstructured array; see Appendix A. The results in this section are useful for estimating the locations and radial velocities of moving point targets (for example, in radar) with \( \theta \), \( \phi \), and \( \phi \). Define \( Y = [y(1) \cdots y(N)] \) and \( \Phi(\eta) = [\phi(1, \eta) \cdots \phi(N, \eta)] \). The ML estimates of \( \Lambda \) and \( \Sigma \) for known \( \theta \) and \( \eta \) are [33, ch. 6.4], [34, ch. 5], [35]

\[
\hat{\Lambda}(\theta, \eta) = \left[ A(\theta)^* \Sigma^{-1}_y A(\theta) \right]^{-1} A(\theta)^* \Sigma^{-1}_y \hat{R}_{yy} \cdot \hat{R}_{\phi^*}\Sigma^{-1}_y \cdot \hat{R}_{\phi^*} (3.1a)
\]

\[
\hat{\Sigma}(\theta, \eta) = \hat{S}_{y} + (I_m - \hat{T}_A) \hat{S}_y (3.1b)
\]

where

\[
\hat{S}_{y} = \hat{R}_{yy} - \hat{R}_{\phi^* \phi^*} \cdot \hat{R}_{\phi^*} (3.2a)
\]

\[
\hat{R}_{yy} = \frac{1}{N} Y Y^* (3.2b)
\]

\[
\hat{R}_{\phi^*} = \frac{1}{N} \Phi(\eta)^* \Phi(\eta)^* (3.2c)
\]

\[
\hat{R}_{\phi^* \phi^*} = \frac{1}{N} Y^* \Phi(\eta)^* (3.2d)
\]

\[
\hat{T}_A = A(\theta)^* \Sigma^{-1}_y A(\theta) (3.2e)
\]

and \( I_m \) denotes the identity matrix of size \( \eta m \). Note that \( \hat{S}_{y}, \hat{R}_{\phi^*}, \) and \( \hat{R}_{\phi^* \phi^*} \) are functions of \( \eta \) only, and \( \hat{T}_A \) is a function of both \( \theta \) and \( \eta \). To simplify the notation, we omit these dependencies throughout this paper. Further, observe that \( \hat{R}_{yy}^{-1} \hat{R}_{\phi^* \phi^*}^{-1} \) is an adaptive (i.e., estimated) Wiener filter for estimating \( \mathbf{y}(t) \) from \( \mathbf{y}(t, \eta) \), \( t = 1, \ldots, N \), and \( \hat{S}_{y} = \hat{S}_y \) is the estimate of its error covariance; see [36, Sec. VII]. In addition, note that \( \hat{S}_{y}^{-1/2} \hat{R}_{\phi^*} \cdot \hat{R}_{\phi^*}^{-1/2} \) is the projection matrix onto the column space of \( \hat{S}_{y}^{-1/2} \cdot A(\theta) \). Here, \( \Sigma^{1/2} \) denotes a Hermitian square root of a Hermitian matrix \( \Sigma \), and \( \Sigma^{1/2} = (\Sigma^{1/2})^{-1} \); this notation will be used throughout the paper.

If \( \theta \) and \( \eta \) are not known, their ML estimates \( \hat{\theta} \) and \( \hat{\eta} \) are computed by maximizing the concentrated likelihood function

\[
\ell(\theta, \eta) = \log |\hat{R}_{yy}/|\Sigma(\theta, \eta)| \] obtained by substituting the estimates of \( X \) and \( \Sigma \) in (3.1) into the likelihood function (see, e.g., [19, App. A]). This concentrated likelihood function is written in the form of a generalized likelihood ratio (GLR) test statistic (see, e.g., [37] and [38, p. 418] for the definition of GLR) for testing \( H_0: X = 0 \). To find the ML estimates of \( X \) and \( \Sigma \) for unknown \( \theta \) and \( \eta \), substitute \( \theta \) and \( \eta \) in (3.1a) and (3.1b) by \( \hat{\theta} \) and \( \hat{\eta} \).

The above concentrated likelihood function can be rewritten as (see Appendix A)

\[
\ell(\theta, \eta) = \log \left[ \frac{\Phi(\eta)[I_N - (1/N) \cdot Y Y^*] \Phi(\eta)^*}{\Phi(\eta)[I_N - (1/N) \cdot Y^* \hat{R}_{yy}^{-1} Y] \Phi(\eta)^*} \right] \\
= \left[ \hat{R}_{\phi^* \phi^*} - \hat{R}_{\phi^* \phi^*} \cdot \hat{W}_{\phi} \cdot \hat{R}_{\phi^*} \right] \left[ \hat{S}_{\phi^* \phi^*} \right] (3.3)
\]

where

\[
W = \hat{R}_{yy}^{-1} - \hat{R}_{yy}^{-1} \cdot A(\theta)^* \hat{R}_{yy}^{-1} A(\theta)^* \cdot \hat{R}_{yy}^{-1} (3.4a)
\]

\[
\hat{S}_{\phi^* \phi^*} = \hat{R}_{\phi^* \phi^*} - \hat{R}_{\phi^*} \cdot \hat{R}_{\phi^*} (3.4b)
\]

Here, \( \hat{S}_{\phi^* \phi^*} \) is a function of \( \eta \), and \( W \) is a function of \( \theta \), but we omit these dependencies throughout the paper to simplify the notation. Note that \( \hat{R}_{yy}^{-1/2} \cdot W \cdot \hat{R}_{yy}^{-1/2} \) is the projection matrix onto the space orthogonal to the column space of \( \hat{R}_{yy}^{-1/2} \cdot A(\theta) \).

Another interesting form of the concentrated likelihood derived in Appendix A is

\[
\ell(\theta, \eta) = \log \left[ \frac{|A(\theta)^* \cdot \hat{S}_{y}^{-1} \cdot A(\theta)|}{|A(\theta)^* \cdot \hat{R}_{yy}^{-1} \cdot A(\theta)|} \right]. (3.5)
\]

The concentrated likelihood (3.5) is the ratio of the Capon spectral estimate in the direction \( \theta \) using the data \( Y \) and the Capon spectral estimate in the direction \( \theta \) using the projection of \( Y \) onto the space orthogonal to the row space of \( \Phi(\eta) \). This can further be viewed as the overall power arriving from the direction \( \theta \), normalized by the power of the noise only, arriving from the same direction \( \theta \) [39].

When there is only one path, i.e., \( P = 1 \) in (2.1) or \( L = K = 1 \) in (2.2), (2.4), and (2.5), the concentrated likelihood is obtained by replacing \( A(\theta), X, \) and \( \phi(t, \eta) \) with \( \mathbf{a}(\theta), x, \) and \( \exp(j \omega^* t) s(t - \tau) \) in (3.3) and (3.5); see also [25] and [40]. If \( s(t) \equiv 1 \), the concentrated likelihood further reduces to the expression in [24, (16)]. This scenario, which has been analyzed extensively in [24], implies that matched filtering has
been performed beforehand [i.e., snapshot \( \mathbf{y}(t) \) corresponds to the matched-filtered return from the \( n \)th pulse], and the DOA and Doppler shift are estimated using the matched-filtered data. This approach, however, does not allow estimation of the time delay.

IV. Cramér–Rao Bound

We derive general CRB expressions for the DOA and basis-function parameters (time delays and Doppler shifts) in the structured array model (2.2) and the spatially correlated noise with unknown covariance (described in Section II). The results will apply to the unstructured array model as well and justify its use for synchronization; see the discussion below. In radar and sonar, the derived CRB results are useful for analyzing the accuracy of estimating time delays, Doppler shifts, and DOAs of \( P \) moving point targets (see Sections II and III).

Define the projection matrices

\[
\Pi_{A}^\dagger(\theta, \Sigma) = I_{m} - \Sigma^{-1/2} A(\theta)^{\dagger} A(\theta) \Sigma^{-1/2} A(\theta)^{\dagger} \Sigma^{-1/2} A(\theta)^{\dagger} \Pi_{A}^\dagger(\theta, \Sigma)
\]

\[
\Pi_{A}^\dagger(\eta) = I_{N} - \Phi(\eta)^{\dagger} \Phi(\eta) \Phi(\eta)^{\dagger} \Sigma_{\eta}^{-1/2} \Phi(\eta) \Phi(\eta)^{\dagger} \Sigma_{\eta}^{-1/2} \Phi(\eta)
\]

which span the spaces orthogonal to the column spaces of \( \Sigma^{-1/2} A(\theta) \) and \( \Sigma_{\eta}^{-1/2} \Phi(\eta) \), respectively. In addition, define \( D_{A}(\theta) = \partial \text{vec}(A(\theta))/\partial \eta^{T} \) and \( D_{\Phi}(\eta) = \partial \text{vec}(\Phi(\eta))/\partial \eta^{T} \). We derive the CRBs for \( \theta \) and \( \eta \) and show that they are uncoupled (see [40, App. C])

\[
\text{CRB}_{\theta \eta} = \frac{1}{2N} \left[ \text{Re} \left\{ D_{A}(\theta)^{\dagger} \left( X \hat{R}_{\infty} X^{\dagger} \right)^{T} \Pi_{A} \Pi_{A} \right\} \right]^{-1}
\]

\[
\text{CRB}_{\eta \eta} = 0
\]

\[
\text{CRB}_{\eta \eta} = \frac{1}{2N} \left[ \text{Re} \left\{ \sum_{i=1}^{N} \frac{\partial \Phi(t_{i}, \eta)^{\dagger}}{\partial \eta} X^{\dagger} A(\theta)^{\dagger} \Sigma^{-1} A(\theta) \right\} \Pi_{A} \Pi_{A} \right]^{-1}
\]

\[
= \frac{1}{2N} \left[ \text{Re} \left\{ D_{\Phi}(\eta)^{\dagger} \left( X \hat{R}_{\infty} X^{\dagger} \right)^{T} \Pi_{A} \Pi_{A} \right\} \right]^{-1}
\]

The practical implication of the CRB decoupling is that, if we are primarily interested in synchronization (i.e., estimating \( \eta \), as it is often the case in communications), then it is sufficient to use the tractable unstructured array model since, asymptotically, the same accuracy in estimating \( \eta \) can be achieved for unstructured, structured, or known array response. Therefore, CRB in (4.2c) is also valid for the unstructured array model in Section II-A, where \( A(\theta)X \) should be replaced with \( \hat{X} \). The CRB expressions in (4.2) are derived for a very general measurement model (2.2) (with arbitrarily parameterized array response and basis functions) and are thus applicable to other nonlinear regression problems.

V. Maximum Likelihood Estimation With Unstructured Array

We present the ML estimates of the channel and spatial noise covariance matrices for the unstructured array model in (2.3). For real measurements and completely known basis functions (i.e., known \( \eta \)), this problem has been solved by Stoica and Viberg in [23]. Here (see also [1] and [40]), we extend their results to complex data, provide additional interpretations and alternative derivations, extend the estimation to account for unknown \( \eta \) and, finally, in Section VII, apply the results to the receiver design. For spatially and temporally white noise and a full-rank unstructured channel model, estimation algorithms for time delays and Doppler shifts were derived in [11]. Here, we consider a channel model of arbitrary rank (which is denoted by \( r_{c} \); see Section II-A), spatially correlated noise with unknown covariance, and discretized basis-function models that reduce the computational complexity (see Section II-B).

Define \( \mathcal{P} = \hat{R}_{\eta \eta}^{-1/2} \hat{R}_{\infty}^{-1/2} \), and

\[
\hat{C}_{\eta \phi} = \hat{R}_{\eta \eta}^{-1/2} \mathcal{P} = \hat{R}_{\eta \eta}^{-1/2} \hat{R}_{\infty}^{-1/2} \hat{R}_{\infty}^{1/2}
\]

which is the estimated cross-correlation between the vectors \( \hat{R}_{\eta \eta}^{-1/2} \mathbf{y}(t) \) and \( \hat{R}_{\infty}^{-1/2} \mathbf{d}(t, \eta) \), or the estimated coherence matrix between \( \mathbf{y}(t) \) and \( \mathbf{d}(t, \eta) \); see [36, Sect. VII]. For simplicity of notation, we omit the dependence of \( \mathcal{P} \) and \( \hat{C}_{\eta \phi} \) on \( \eta \). Consider the singular value decomposition (SVD) of \( \hat{C}_{\eta \phi} \)

\[
\hat{C}_{\eta \phi} = \hat{U} \hat{\Lambda} \hat{V}^{*}
\]

\[
\hat{\Lambda} = \begin{bmatrix} \hat{\lambda}(m), 0 \end{bmatrix}, \quad m < d
\]

\[
\begin{bmatrix} \hat{\lambda}(d), 0 \end{bmatrix}^{T}, \quad m > d
\]

\[
\hat{\Lambda}(m) = \text{diag}\{\hat{\lambda}(1), \hat{\lambda}(2), \ldots, \hat{\lambda}(m)\}
\]

where \( \hat{\lambda}(1) \geq \hat{\lambda}(2) \geq \cdots \geq \hat{\lambda}(\min(m, d)) \geq 0 \). Again, for notational simplicity, we omit the dependence of the above quantities on \( \eta \). Note that \( 0 \leq \hat{\lambda}(i)^{2} \leq 1 \) for \( i = 1, 2, \ldots, \min(m, d) \) because \( 0 \leq \hat{C}_{\eta \phi} \leq \hat{R}_{\infty} \). Then, after simple manipulations, we find that \( 1/[1 - \hat{\lambda}(i)^{2}] \), \( i = 1, 2, \ldots, \min(m, d) \) are the generalized eigenvalues of \( \hat{S}_{\eta \phi}^{-1} \hat{R}_{\infty}^{-1} \hat{R}_{\infty}^{-1} \hat{R}_{\infty}^{-1} \) sorted in nonincreasing order (since \( 1/(1-x) \) is an increasing function of \( x \) for \( 0 \leq x \leq 1 \)). In addition, note that \( \hat{\lambda}(i) \) is the estimated canonical correlations, i.e., \( \hat{\lambda}(i) \) is the cosine of the angle between the
components of estimated canonical coordinates of the data
and basis functions, which is defined (see [36]) as
\[ \hat{y}_i(t, \eta) = \hat{U}(r)^* \hat{R}_{yy}^{-1/2} y(t) \] (5.3a)
\[ \hat{p}_i(t, \eta) = \hat{V}(r)^* \hat{R}_{\phi\phi}^{-1/2} \phi(t, \eta) \] (5.3b)
for \( t = 1, 2, \ldots, N \). Using the Poincaré separation theorem
[38, pp. 64–65], maximizing (3.5) with respect to the unstructured
array response \( A(\theta) = A \) [of size \( m \times r \), and having full
rank \( r \leq \min(m, d) \)] yields
\[ l_u(\eta) = \prod_{j=1}^{r} \frac{1}{1 - \lambda^2(j)} \] (5.4)
see also Appendix B. Interestingly, for a full-rank channel, i.e.,
\( r = \min(d, m) \), (5.4) reduces to
\[ l_u(\eta) = \frac{\hat{R}_{\phi\phi}}{|\hat{S}_{\phi\phi}|} = \frac{\hat{R}_{yy}}{|\hat{S}_{yy}|} \] (5.5)
which follows from the fact that the determinant of a matrix
equals to the product of its eigenvalues. It can also be obtained
from (3.3) and (3.5) by replacing \( A(\theta) \) with \( I_m \). Based on [41,
Th. 2.1] and [36, Sect. IV], we can then use \( \log[l_u(\eta)] \) [with
\( l_u(\eta) \) given in (5.5)] as a measure of (estimated) mutual information
between \( y(t) \) and \( \phi(t, \eta) \).

We now present the ML estimate of the reduced-rank channel
matrix \( H = AX \). Note that it is not possible to find unique estimates
of \( A \) and \( X \), but their product is unique; see Appendix B. First, we adopt the following notation: \( \hat{U}(r) \) and \( \hat{V}(r) \) are the matrices containing the first \( r \) columns of \( \hat{U} \) and \( \hat{V} \), respectively. In Appendix B, we derive the ML estimates of the channel and the noise covariance for known \( \eta \)

\[ \hat{H}(\eta) = \hat{R}_{yy}^{1/2} \hat{U}(r) \hat{U}(r)^* \hat{R}_{yy}^{-1/2} \hat{R}_{\phi\phi} \hat{R}_{\phi\phi}^{-1} \] (5.6a)
\[ = \hat{P}(r) \hat{V}(r)^* \hat{R}_{\phi\phi}^{-1/2} \] (5.6b)
\[ = \hat{R}_{yy}^{1/2} \hat{U}(r) \hat{\Lambda}(r) \hat{V}(r)^* \hat{R}_{\phi\phi}^{-1/2} \] (5.6c)
\[ \hat{\Sigma}(\eta) = \hat{R}_{yy} - \hat{P}(r) \hat{V}(r)^* \hat{P}(r)^* \]
\[ = \hat{R}_{yy} - \hat{R}_{yy}^{1/2} \hat{U}(r) \hat{\Lambda}(r) \hat{U}(r)^* \hat{R}_{yy}^{1/2} \] (5.6d)

The above three expressions for the ML estimate of \( H \) are equiva-
lent, but useful. Equation (5.6a) represents the channel estimate
computed using only the left singular vectors of \( \hat{C}_{\phi\phi} \); similarly,
(5.6b) (which is derived for the real case in [23, (34)]) uses only
the right singular vectors of \( \hat{C}_{\phi\phi} \), whereas (5.6c) uses the
reduced-rank representation \( \hat{U}(r) \hat{\Lambda}(r) \hat{V}(r)^* \) of \( \hat{C}_{\phi\phi} \). Methods for
efficiently computing (5.6) when \( r \ll \min(m, d) \) are derived in
[42].

When \( r = \min(m, d) \), i.e., the channel matrix \( H \) is of
full rank, its ML estimate is simply the estimated Wiener
filter \( \hat{H}(\eta) = \hat{R}_{yy} \hat{R}_{\phi\phi}^{-1} \), and the ML estimate of the noise
covariance simplifies to \( \hat{\Sigma}(\eta) = \hat{S}_{\phi\phi} = \hat{R}_{yy} - \hat{R}_{yy} \hat{R}_{\phi\phi}^{-1} \hat{R}_{\phi\phi} \)
[which follow from (3.1) by replacing \( A(\theta) \) with \( I_m \)]. The
reduced-rank channel estimates in (5.6a) can then be viewed as
a product of an idempotent matrix \( \hat{R}_{yy}^{1/2} \hat{U}(r) \hat{U}(r)^* \hat{R}_{yy}^{-1/2} \)
and the full-rank channel estimate.

If \( \eta \) is unknown, its ML estimate \( \hat{\eta} \) is obtained by maximizing
the concentrated likelihood in (5.4). To find the ML estimates
of \( H \) and \( \Sigma \), replace \( \eta \) in (5.6) by \( \hat{\eta} \). Note that the following
holds: \( [\hat{Y} - \hat{H}(\eta) \hat{X}(\eta)] \hat{\phi}(\eta)^* H(\eta)^* = 0 \), which can be viewed as
orthogonality between fit and residuals: an extension of a
well-known univariate result.

For a channel with negligible time-delay and Doppler
spreads, i.e., when \( L = K = 1 \) in (2.5), the channel response
matrix reduces to a vector, and the concentrated likelihood
for the unstructured array is obtained by replacing \( A(\theta) \) and
\( \phi(t, \eta) \) with \( I_m \) and \( \exp(j \omega \tau \Delta t \hat{s}(t - \tau)) \) in (3.3); see [25] and
[40]. In [25] and [40], we show that the resulting concentrated
likelihood function can be viewed as a multivariate extension of
the spectrogram [43, p. 95].

### A. Effects of Time-Delay and Doppler Spread Discretizations

We investigate the effects of time-delay and Doppler spread
discretizations on the parameter estimates.

In general, the channel and spatial noise covariance estimates
in (5.6) are affected both by the noise and basis-function dis-
cretizations. To focus on the discretization effects, we assume
here that a large number of snapshots \( N \) is available (i.e.,
\( N \to \infty \)) and that the signal-to-noise ratio (SNR) is high; as
a result, the noise effects can be neglected. Thus, the imper-
fections in the estimation will be due only to the time-delay
and Doppler spread discretizations in (2.4)–(2.6). We introduce
the following notation for the “true” model in (2.1):
\[ y(t) = H_T \phi_T(t, \eta_T) + \epsilon(t), \text{ where } H_T = [x_{TT} \phi_T(\theta_{T1}) \ldots \]
\[ x_{TT} \phi_T(\theta_{TP})] \text{ is the “true” channel matrix, and } \phi_T(t, \eta_T) =
\[ \exp(j \omega \tau \Delta t \hat{s}(t - \tau_T)) \text{ is the “true” basis functions. In addition, define }
\[ \phi_T(N, \eta_T) = \phi_T(1, \eta_T) \ldots \phi_T(N, \eta_T), \text{ and } \tau_T = \omega \tau \Delta t_T, \]
\[ \tau_{TT}, \tau_T]. \text{ Note that we use the subscript } T \text{ to differen-
tiate between the true model and the rectangular-grid }
\text{sampling schemes in (2.4)–(2.6) that we use to fit it. Then,
applying the unstructured channel estimation for known } \eta \text{ in }
(5.6), we obtain}
\[ \hat{H} = H_T \hat{R}_{\phi\phi}^{\omega \tau \Delta t_T} \hat{R}_{\phi\phi}^{-1} \] (5.7a)
\[ \hat{\Sigma} = \Sigma + H_T \hat{S}_{\phi\phi} H_T^* \] (5.7b)

The above expressions show the distortion in estimating the channel and spatial noise covariance matrices
due to the discretization effects. The second term in (5.7b),
clearly due to the modeling error, is positive semi-definite;
thus, \( \hat{\Sigma} \geq \Sigma \), which is intuitively appealing. If we use the
“true” model, i.e., \( \phi_T(\eta_T) = \phi(\eta) \), then the channel and noise
covariance would be perfectly estimated, i.e., \( \hat{H} = H_T \) and
\( \hat{\Sigma} = \Sigma \). Further, observe that the concentrated likelihood (5.4) becomes
\[ l_u(\eta) = \frac{\hat{\Sigma} + H_T \hat{S}_{\phi\phi} H_T^*}{\hat{\Sigma} + H_T \hat{S}_{\phi\phi} H_T^*} \] (5.8)
which, for the “true” model [i.e., $\Phi(\eta) = \Phi(\eta)$ and, therefore, $H = H_T = H$ and $\Sigma = \Sigma$], simplifies to

$$I(\eta) = \frac{[\Sigma + H^* R_{\infty} H]^{-1}}{\Sigma} = \left| J_m + \Sigma^{-1/2} H R_{\infty} H^* \Sigma^{-1/2} \right|.$$ (5.9)

In the case of transmit–receive antenna array systems in slow flat-fading environment (see Section II-B1), we can choose the basis functions $\phi(t, \eta) = [\eta_1(t - \tau), \eta_2(t - \tau), \ldots, \eta_5(t - \tau)]^T$ and therefore design $R_{\infty}$, as desired. If the transmitter has knowledge of the channel $H$ and noise covariance $\Sigma$, it can transmit waveforms having $R_{\infty}$ such that (5.9) is maximized using “water filling,” as in, e.g., [44] [then, the maximized (5.9) can be viewed as a measure of capacity of the channel].

**Numerical Example 1—Concentrated Likelihood Function:** In this numerical example, we study the concentrated likelihood function expression in (5.8). We demonstrate the feasibility of estimating the global time delay $\tau$ and Doppler parameter $\omega_{\infty}$ [using the basis-function model in (2.4), (2.5a), and (2.6)], as well as benefits of accounting for the Doppler effect. We have generated a known signal containing 100 chips having rectangular pulse shapes [i.e., $s(t) = \text{Heaviside}(t)$, where $s(t)$ is the Heaviside step function], where the amplitudes are independent, identically distributed (i.i.d.) random variables, taking values $\pm 1$ with equal probability. Let the sampling period be $T_c$; thus, the number of samples is $N = 800$. We use a five-element uniform linear array with half-wavelength spacing. The received signal was generated by using the “true” model in (2.1) with $P = 20$ paths. The time delays $\tau_p$ are assumed to be uniformly distributed between $t = 10T_c$ and $t = 147T_c$ (i.e., between samples 80 and 112). The complex amplitudes $\nu_p$ are i.i.d. zero-mean complex Gaussian random variables having unit variance. The DOAs $\theta_p$ are uniformly distributed between 0 and $2\pi$, and the corresponding Doppler shifts were computed as $\omega_{\infty} = \omega_{\infty} \cos(\theta_p)$, where $\omega_{\infty} = 0.01$, which is quite large (guaranteeing a fast-fading environment, which requires that the product of the symbol duration and the Doppler spread is larger than 0.01; see [26]). The spatial noise covariance is assumed to be of the form $\Sigma = \sigma^2 \cdot (0.9I_5 + 0.1 \cdot 1_{5 \times 5})$, where $1_{5 \times 5}$ denotes the $5 \times 5$ matrix of ones. To ensure high SNR [needed for the formulas (5.7) and (5.8) to be valid], we choose the noise level $\sigma^2 = 0.1$. Note that we could choose a larger $\sigma^2$, but then, for high SNR, we would need a signal of longer duration for channel estimation. To fit the received signal, we have used the rectangular-grid basis-function model (2.4), with $\phi_c(t, \eta_p)$ in (2.5a), whereas the Doppler basis functions $\phi_{d}(t, \eta_p)$ are chosen according to the Jakes model (2.6) with only $K = 2$ discrete Doppler shift frequencies, i.e., $\phi_{d}(t, \omega_{\infty}) = [\exp(-j\omega_{\infty} t), \exp(j\omega_{\infty} t)]^T$.

In Fig. 2 (left), we show the concentrated likelihood in (5.8) as a function of the “global” time delay $\tau$ and Doppler parameter $\omega_{\infty}$, where the time-delay sampling period is $\Delta \tau = T_c/2$, and the Doppler effect is modeled using the Jakes model (2.6) with only $K = 2$ discrete Doppler frequencies. As expected, this function has a peak at values of $\tau$ and $\omega_{\infty}$ close to their true values $10T_c$ and 0.01.

In Fig. 2 (right), the curves (a)–(d) show the concentrated likelihood in (5.8) as a function of the “global” time delay $\tau$ and Doppler parameter $\omega_{\infty}$, where the time-delay sampling period is $\Delta \tau = T_c/2$, and the Doppler effect is neglected [i.e., $\phi_{d}(t, \omega_{\infty}) = 1$, and therefore, $\phi(t, \eta) = \phi_c(t, \eta_p)$]. Note that the above functions have local maxima at multiples of $\Delta \tau$ and are relatively flat, i.e., the “global” time delay does not need to be estimated accurately to capture most of the signal energy with the discretized basis functions. In addition, denser discretization yields higher and sharper concentrated likelihood, as expected. More importantly, accounting for the Doppler effect results in a significantly higher and sharper concentrated likelihood compared with the case when it is neglected. [Note the difference between the concentrated likelihood functions (d) and (e), which employ the same number of basis functions $d = 8$.] Higher values of the concentrated likelihood also enable better detection performance, which is demonstrated by Example 2 in Section VII-A2.
Thus, the proposed discretized basis-function models are sufficiently accurate for communications. However, they may be unacceptable in radar, where the accuracy of estimating time delays and Doppler shifts is crucial; then, we should use the “true” model with \( \phi(t, \eta) = \phi_1(t, \eta) \).

VI. SUPPRESSION OF SPATIAL AND TEMPORAL INTERFERENCE

We develop methods to filter out spatial and temporal interference from the received data in the presence of spatially correlated noise with unknown covariance. We show that the concentrated likelihood function expressions in (3.3) and (3.5) can be suitably decomposed into a product of two terms: the concentrated likelihood for the received data and interference only and the concentrated likelihood for the filtered data and signal (both having been filtered to suppress the interference). These results may be useful for multiuser interference suppression, which we briefly discuss in Section VI-B. Throughout this section, we will use the following notation for the concentrated likelihood function in (3.3) and (3.5): \( l(\theta, \eta; Y, A(\theta), \Phi(\eta)) \), meaning that it is computed for the data set \( Y, \) array response \( A(\theta), \) and basis-function matrix \( \Phi(\eta) \). This notation allows us to state the obtained results compactly.

A. Spatial Interference

Consider first the case where the array response is \( A(\theta) = [A_1, A_2] \) where we have the following.

- \( A_1 \) is the known array response of an interference.
- \( A_2 \) is the array response matrix of useful signal.

Then, the concentrated likelihood function in (3.5) can be written as

\[
l(\theta, \eta; Y, A(\theta), \Phi(\eta)) = \begin{vmatrix} A_1^\dagger S_{yy}^{-1} A_1 & A_1^\dagger S_{yy}^{-1} A_2 \\ A_2^\dagger R_{yy}^{-1} A_1 & A_2^\dagger R_{yy}^{-1} A_2 \end{vmatrix} A_2 \end{vmatrix} = \begin{vmatrix} A_1^\dagger S_{yy}^{-1} A_1 & A_1^\dagger S_{yy}^{-1} A_2 \\ A_2^\dagger R_{yy}^{-1} A_1 & A_2^\dagger R_{yy}^{-1} A_2 \end{vmatrix} \]

(6.1a)

\[
l(\theta, \eta; Y, A(\theta), \Phi(\eta)) = \begin{vmatrix} A_1^\dagger S_{yy}^{-1} A_1 & A_1^\dagger S_{yy}^{-1} A_2 \\ A_2^\dagger R_{yy}^{-1} A_1 & A_2^\dagger R_{yy}^{-1} A_2 \end{vmatrix} \]

(6.1b)

\[
l(\theta, \eta; Y, A(\theta), \Phi(\eta)) = \begin{vmatrix} A_1^\dagger S_{yy}^{-1} A_1 & A_1^\dagger S_{yy}^{-1} A_2 \\ A_2^\dagger R_{yy}^{-1} A_1 & A_2^\dagger R_{yy}^{-1} A_2 \end{vmatrix} \]

(6.1c)

where \( \Psi_A(\theta) \) is an arbitrary full-rank matrix such that its columns span the space orthogonal to the column space of \( A_k \); thus, \( \Psi_A^\dagger A_k = 0 \). Here, (6.1b) follows by applying the formula for the determinant of a partitioned matrix [34, result v. p. 8] to

\[
\Sigma^{-1} - \Sigma^{-1} A_k (A_k^\dagger \Sigma^{-1} A_k)^{-1} A_k^\dagger \Sigma^{-1} = \Psi_A^\dagger (\Psi_A^\dagger \Sigma \Psi_A)^{-1} \Psi_A^\dagger.
\]

(6.2)

\[
\Sigma^{-1} - \Sigma^{-1} A_k (A_k^\dagger \Sigma^{-1} A_k)^{-1} A_k^\dagger \Sigma^{-1} = \Psi_A^\dagger (\Psi_A^\dagger \Sigma \Psi_A)^{-1} \Psi_A^\dagger.
\]

(6.2)

We can, for example, choose \( \Psi_A(\theta) \) to be the matrix whose columns are the \( m - \text{rank}(A_k) \) eigenvectors of \( \Pi_A = I_m - A_k A_k^\dagger \) with corresponding eigenvalues equal to 1; then, \( \Pi_A^\dagger = \Psi_A^\dagger \Psi_A \).

Equation (6.1c) shows that the concentrated likelihood in (3.5) can be decomposed into a product of the concentrated likelihood function for the data set \( Y \) and interference array response \( A_k \) only, and the concentrated likelihood function for the filtered data set \( \tilde{Y}_A = \Psi_A^\dagger Y \) and filtered array response \( \tilde{A}_A = \Psi_A^\dagger A \); see Fig. 3. This result can be compactly stated as \( l(\theta, \eta; Y, A(\theta), \Phi(\eta)) = l(\eta; Y, A(\theta), \Phi(\eta)) \cdot l(\theta, \eta; \tilde{Y}_A, \tilde{A}_A(\theta), \Phi(\eta)) \). Note that the first term in the above product does not depend on \( A(\theta) \); hence, it is also independent of the DOA parameters \( \theta \). As a result, to find the ML estimate of \( \theta \), we need to maximize the second term only, and for that purpose, it is sufficient to use the filtered data and array response matrices \( \tilde{Y}_A \) and \( \tilde{A}_A(\theta) \).

The above result can be used to implement a (suboptimal) algorithm for sequential DOA estimation, where previously estimated DOAs would be used to construct the array response of the interference \( A_k \).

B. Temporal Interference

Consider now the case where the basis function matrix is \( \Phi(\eta) = [\Phi_1^T, \Phi_2^T(\eta)]^T \), where we have the following.

- \( \Phi_1 \) is the known basis-function matrix of an interference.
- \( \Phi_2(\eta) \) is the basis-function matrix of useful signal.

Define the projection matrices spanning the column spaces of \( Y^* \) and \( \Phi_2^* \) as \( \Pi_{Y^*} = (1/N) \cdot Y^* \tilde{R}_{yy}^{-1} Y = Y^* (Y^* Y)^{-1} Y \) and \( \Pi_{\Phi_2^*} = \Phi_2^t (\Phi_2^t \Phi_2)^{-1} \Phi_2 \), and let the corresponding complementary projection matrices as \( \Pi_{Y^*} = I_N - \Pi_{Y^*} \) and \( \Pi_{\Phi_2^*} = I_N - \Pi_{\Phi_2^*} \).

In addition, define \( L_A = I_N - (1/N) \cdot Y^* W Y = \Pi_{Y^*}^* + Y^* (Y^* Y)^{-1} A \) and \( (A(\theta)^*, (Y^* Y)^{-1} A(\theta))^{-1} \cdot (A(\theta)^*, Y^* Y)^{-1} Y \). Let \( \Psi_A \) be a matrix of size \( m \times (m - r) \).
such that \( \Psi_A^* A(\theta) = 0 \), i.e., \( \Psi_A \) spans the space orthogonal to the column space of \( A(\theta) \). Here, \( L_A \) and \( \Psi_A \) are functions of \( \theta \), but we omit this dependence to simplify the notation.

In addition, define \( \Psi_0 \) as the matrix whose columns are the \( N - \text{rank}(\Phi_T) \) eigenvectors of \( \Phi_T^\dagger \), with corresponding eigenvalues equal to 1; then, \( \Phi_T^\dagger = \Psi_0^* \Psi_0 \). Using the identity (6.2) [where \( \Sigma_i^*, A_i \), and \( \Psi_i^* \) are replaced with \( Y^{*\dagger} \), \( \Phi_T \), and \( \Psi_0 \)], we obtain

\[
\Pi_Y = Y^{*\dagger} A(\theta)^{-1} A(\theta)^{\dagger}(Y^{*\dagger} A(\theta)^{\dagger})^{-1} Y^{*\dagger} A(\theta)^{\dagger} Y A(\theta)^{-1}
\]

and then, \( I_N - L_A = Y^{*\dagger} \Psi_A (Y^{*\dagger} Y^{*\dagger} \Psi_A)^{-1} Y^{*\dagger} Y = \Pi_Y^{*\dagger} \Psi_A \), which is the projection matrix onto the column space of \( Y^{*\dagger} \Psi_A \). Further, the following identities easily follow by applying the projection-matrix decomposition formula:

\[
\Pi_{Y^{*\dagger} \Psi_A}^{*\dagger} = \Pi_{Y^{*\dagger}} + \Pi_{Y^{*\dagger} Y^{*\dagger} Y^{*\dagger} Y^{*\dagger}}^{-1} Y^{*\dagger} \Pi_{Y^{*\dagger}} Y^{*\dagger} = \Pi_{Y^{*\dagger}} + \Pi_{Y^{*\dagger} Y^{*\dagger} Y^{*\dagger} Y^{*\dagger}}^{-1} Y^{*\dagger} \Pi_{Y^{*\dagger}} Y^{*\dagger}
\]

and similarly, \( \Pi_{Y^{*\dagger} \Psi_A \Phi_T} = I_N - L_A - L_A \Phi_T^\dagger (\Phi_T \Phi_T^\dagger)^{-1} \Phi_T - L_A = \Pi_{Y^{*\dagger} Y^{*\dagger} Y^{*\dagger} Y^{*\dagger}}^{-1} Y^{*\dagger} \Phi_T^\dagger \Pi_{Y^{*\dagger} Y^{*\dagger} Y^{*\dagger} Y^{*\dagger}}^{-1} Y^{*\dagger} \Phi_T^\dagger \). Applying the formula for determinant of a partitioned matrix and using the above definitions and identities, the concentrated likelihood function in (3.3) can be written as in the equation shown at the bottom of the page. This equation shows that the concentrated likelihood in (3.3) can be decomposed into a product of the concentrated likelihood function for the data set \( Y \) and interference basis-function matrix \( \Phi_T \) only, and the concentrated likelihood function for the filtered data set \( \hat{Y}_0 = Y \Psi_0 \) and filtered basis-function matrix of the useful signal \( \hat{\Phi}_{\Phi_0} (\eta) = \hat{\Phi}_T (\eta) \Psi_0^* \); see Fig. 4.

This decomposition can be written as \( l(\eta | Y, I_m, \Phi(\theta), \Phi(\eta)) = l(\theta | Y, I_m, \Phi_1) \cdot l(\eta | \hat{Y}_0, I_m, \hat{\Phi}_{\Phi_0} (\eta)) \).

The second term in the above expression can be used to implement the noncoherent concentrated-likelihood receiver (as is discussed in Section VII-B1) with multiuser interference suppression capability. For one basis function [i.e., \( d = 1 \)] implying that \( \hat{\Phi}_{\Phi_0} (\eta) \) is a row vector) and one receive antenna (i.e., \( m = 1 \), implying that \( \hat{Y}_0 \) is a row vector), and after the monotonic transformation \( 1 - 1/l(\eta | \hat{Y}_0, I_m, \hat{\Phi}_{\Phi_0} (\eta)) \), this term reduces to the noncoherent detector in [46].

VII. SYMBOL DETECTION

Recently, several authors have proposed incorporating known spatial noise covariance into the receiver design. In [47]–[49], maximum likelihood sequence estimators (MLSE) accounting...
for the known spatial noise covariance were proposed; lately, they have been extended to account for temporally correlated CCI following the vector autoregressive (VAR) model [50]. Here, we derive coherent matched-filter and concentrated-likehood receivers that utilize estimated channel response and spatial noise covariance matrices (using results of Sections III and V) as well as the basis-function signal models from Section II-B. We also discuss the relationship between these receivers.

Define the data sets \( Y_K \) (of size \( m \times N_K \)) and \( Y_R \) (of size \( m \times N_R \)) containing the known (training or previously detected) sequence and unknown symbol to be detected, respectively. Then, for \( J \) symbols, we associate possible basis-function matrices with the symbol to be detected as \( \Phi_{R,j} \) for \( j = 0, 1, 2, \ldots, J-1 \). In the following discussion, we assume that the channel synchronization has been done, i.e., \( \eta \) is known (hence, for notational simplicity, we also omit functional dependence on \( \eta \) throughout this section).

### A. Coherent Matched-Filter Receiver

We derive a coherent matched-filter receiver that accounts for spatial noise covariance and analyze its performance. In Section VII-A1, we derive analytical expressions for error probability when binary signaling is employed and show that the proposed receiver outperforms the coherent receiver that does not take into account the spatial noise covariance. In Section VII-A2, we analyze the impact of the basis-function discretization (proposed in Section II-B) on the error probability.

We use the training data \( Y_K \) and ML methods in Sections III and V to estimate the channel and spatial covariance matrices (denoted by \( \hat{H}_K \) and \( \hat{\Sigma}_K \), respectively) and plug them into the likelihood function for the unknown symbol (using \( Y_R \)). Then, the coherent matched-filter receiver is based on choosing the \( j \) that maximizes the decision statistic

\[
\varpi_j = 2 \text{Re}\{\text{tr}[Y_R^{*} \hat{\Sigma}^{-1}_K \hat{H}_K \Phi_{R,j}^*] - \text{tr}[\Phi_{R,j}^* \hat{H}_K^{*} \hat{\Sigma}^{-1}_K \hat{H}_K \Phi_{R,j}]\}
\]

where \( \hat{\Sigma}_K \) are the canonical correlations, and \( \hat{H}_K \) and \( \Phi_{R,j} \) are the canonical coordinates estimated from the training data \( Y_K \). Here, \( \hat{Y}_R(t) = \hat{U}_K(r)^{*} \hat{R}^{-1/2}_K \hat{Y}_R(t) \), and \( \hat{\Phi}_{R,j}(t) = \hat{U}_K(r)^{*} \hat{R}^{-1/2}_K \hat{\Phi}_{R,j}(t) \), where \( \omega_{\Delta T_1} = \omega_{\Delta T_2} = \cdots = \omega_{\Delta T_P} = 0 \), the above receiver reduces to the space–time RAKE receiver in [51, (111)]. In addition, for spatially white noise, structured array model with uniformly discretized angular spread and basis functions in (2.5), the above receiver reduces to the coherent matched-filter receiver in [21]. Clearly, these methods are not suited for situations involving CCI since they are based on spatially and temporally white noise assumptions. Note, however, that the spatially correlated and temporally white noise assumption used in this paper may also be too simplistic to account for strong CCI.

Recently, more realistic RAKE receivers, which account both for spatial and temporal interference, were proposed; see [52], [53], and references therein. Unlike in this paper, the spatio-temporal noise model in [52] is parametric (thus sensitive to modeling inaccuracy) and complex, requiring exact knowledge of channel parameters of all interfering users. In [53], a simpler, space–time separable noise model is used with a parametric model for the temporal covariance matrix.

#### 1) Probability of Error for the Binary Case:

We show how accounting for the spatial noise covariance can significantly improve the performance of the coherent matched-filter receiver in (7.2). To concentrate on the noise correlation effects, we adopt simplifying assumptions that the training sequence is long (i.e., \( N_K \to \infty \)), and there are no basis-function discretization effects. Then, the estimates of the channel and spatial noise covariance obtained from the training sequence are equal to their
exact values, i.e., $\hat{H}_K = H$ and $\hat{\Sigma}_K = \Sigma$. We show here that the detector (7.2) outperforms the detector that assumes spatially white noise [i.e., with $\hat{\Sigma}_K = \sigma^2 I_m$ substituted in (7.2)] in terms of error probability. The expected value of $\omega_j - \omega_0$ [see (7.2)] and its variance under hypothesis $H_j$ (symbol $j$ is received) is

$$E[\omega_j - \omega_0|H_j] = (-1)^{j+1} \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* \Sigma^{-1} H (\Phi_{R1} - \Phi_{R0})] \quad (7.4a)$$

$$\text{var}[\omega_j - \omega_0|H_j] = 2 \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* \Sigma^{-1} H (\Phi_{R1} - \Phi_{R0})] \quad (7.4b)$$

for $j = 0, 1$, where (7.4b) is derived in Appendix C. Assuming that the symbols 1 and 0 are equiprobable, the average error probability is

$$P_e = Q\left(-\frac{\text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* H (\Phi_{R1} - \Phi_{R0})]}{\sqrt{2 \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* \Sigma H (\Phi_{R1} - \Phi_{R0})]}}\right) \quad (7.5)$$

where $Q(x) = (1/\sqrt{2\pi}) \int_x^\infty e^{-t^2/2} dt$. For the spatially white noise detector, the expected values and variances of its output are $\pm \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* H (\Phi_{R1} - \Phi_{R0})]$ and $2 \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* \Sigma H (\Phi_{R1} - \Phi_{R0})]$, respectively. Then, the error probability is

$$P_{ew} = Q\left(-\frac{\text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* H (\Phi_{R1} - \Phi_{R0})]}{\sqrt{2 \text{tr}[(\Phi_{R1} - \Phi_{R0})^* H^* \Sigma H (\Phi_{R1} - \Phi_{R0})]}}\right) \quad (7.6)$$

A straightforward application of the Cauchy–Schwartz inequality [38, p. 54] yields the inequality shown at the bottom of the page. Using this inequality to compare (7.5) and (7.6), we get

$$P_e \leq P_{ew} \quad (7.7)$$

where the equality holds if the noise is indeed spatially white.

To illustrate the advantages of accounting for the spatial noise covariance, we consider a simple example with a two-element antenna array. We then use the following parameterizations of Hermitian positive definite matrices $H(\Phi_{R1} - \Phi_{R0})(\Phi_{R1} - \Phi_{R0})^* H^*$ and $\Sigma$.

$$H(\Phi_{R1} - \Phi_{R0})(\Phi_{R1} - \Phi_{R0})^* H^* = \begin{bmatrix} \kappa_1 \rho_{k1} \kappa_2 \\ \rho_{k1} \kappa_1 \kappa_2 \end{bmatrix} \rho_{k1}$$

$$\Sigma = \begin{bmatrix} \sigma_1^2 & \rho_{c1} \sigma_1 \sigma_2 \\ \rho_{c1} \sigma_1 \sigma_2 & \sigma_2^2 \end{bmatrix}.$$ 

Note that in the case of antipodal signaling and negligible ISI (i.e., $\Phi_{R1} = -\Phi_{R0} = \Phi$), we have $H(\Phi_{R1} - \Phi_{R0})(\Phi_{R1} - \Phi_{R0})^* H^* = 4H\Phi\Phi^* H^*$, which is proportional to the correlation matrix of the mean (noiseless) response of the received data. Then, $\kappa_1$ and $\kappa_2$ are positive real numbers proportional to the variances of the mean responses at the two antennas, whereas $\rho_{c}$ is the correlation between the mean responses (and, thus, $|\rho_{c}| \leq 1$). Similarly, $\sigma_1^2$ and $\sigma_2^2$ are the noise variances at the two antennas, whereas $\rho_{c}$ is the noise correlation between them (and, thus, $|\rho_{c}| \leq 1$). Now, the probability of error for the detector (7.2) (which takes into account the spatial noise covariance) follows from (7.5) as

$$P_e = Q\left(\frac{1}{2(1-|\rho_c|^2)} \times \frac{\kappa_1^2 + \kappa_2^2 - 2 \text{Re} \{\rho_{c} \rho_{n} \} \sigma_1 \sigma_2}{\sigma_1^2 + \sigma_2^2} \right) \quad (7.8)$$

whereas the error probability for the detector that assumes spatially white noise follows from (7.6) as

$$P_{ew} = Q\left(\frac{\kappa_1^2 + \kappa_2^2}{\sigma_1^2 + \sigma_2^2 + 2 \text{Re} \{\rho_{c} \rho_{n} \} \sigma_1 \sigma_2} \right). \quad (7.9)$$

We now show that significant improvements can be achieved by the proposed detector in (7.2) (compared with the detector that assumes spatially white noise) if the noise levels at the two antennas are disproportionate. Consider the case where the noise variance at one of the antennas is very large; without loss of generality, we assume here that $\sigma_2^2 \to \infty$. Clearly, the detector assuming spatially white noise cannot adapt to this situation as its probability of error [in (7.9)] approaches $P_{ew} = Q(0) = 1/2$ as $\sigma_2^2 \to \infty$ (as in a random detector). However, the proposed detector (7.2) achieves probability of error $P_e |_{\sigma_2^2 \to \infty} = Q(\kappa_1 / \sigma_1 \cdot 1/\sqrt{2 (1 - |\rho_{c}|^2)})$: see (7.8). Furthermore, it holds that $P_e |_{\sigma_2^2 \to \infty} \leq P_{e1} = Q(\kappa_1 / \sigma_1 \cdot 1/\sqrt{2})$, where $P_{e1}$ is the error probability for the coherent receiver employing antenna 1 only. Here, strict inequality holds for $|\rho_{c}| \neq 0$, implying that the proposed coherent matched-filter detector successfully exploits the noise correlation between the antennas. (Equality holds for $\rho_{c} = 0$ when it effectively discards the measurements from the second antenna and achieves the performance of the single-antenna receiver.)

To further study the effects of noise and mean response correlations ($\rho_{c}$ and $\rho_{n}$) on the error probability, consider the simple case where $\kappa_1 = \kappa_2 = \kappa$ and $\sigma_1 = \sigma_2 = \sigma$. Then, (7.8) and (7.9) further simplify to $P_e = Q\left(\sqrt{(\kappa/\sigma)^2 \cdot 1 - |\rho_{c} \rho_{n}|^2} / \sqrt{1 - |\rho_{c}|^2} \right)$ and $P_{ew} = Q\left(\sqrt{(\kappa/\sigma)^2 \cdot 1} / \sqrt{1 + |\rho_{c} \rho_{n}|^2} \right)$. Fig. 5(a) shows $P_e$ as a function of $\text{Re} \{\rho_{c} \rho_{n} \}$ and the SNR term $20 \cdot \log_{10}(\kappa/\sigma)$ for various spatial correlations: $|\rho_{c}| \in \{0.1, 0.4, 0.7\}$. (Note that $-|\rho_{c}| \leq \text{Re} \{\rho_{c} \rho_{n} \} \leq |\rho_{c}|$, as shown in the figure.) It can be seen that the presence of noise correlation between $\rho_{c}$ and $\rho_{n}$ is significant.
the antennas improves the error probability; indeed, \( P_e \) is smaller for larger values of \( |\rho_n| \). Further, for fixed \( |\rho_n| \), it is desirable that \( \text{Re} \{ \rho_n^* \rho_n \} \) is as small as possible (the smallest \( P_e \) is achieved for \( \text{Re} \{ \rho_n^* \rho_n \} = -|\rho_n| \)). As expected, \( P_e \) drops sharply as the SNR term increases.

Fig. 5(b) illustrates the advantage of accounting for spatially correlated noise by comparing \( P_e \) and \( P_{e\text{w}} \), where the spatial correlation is fixed at \( |\rho_n| \). As expected (and proved theoretically above), \( P_e \) is always smaller than (or equal to) \( P_{e\text{w}} \). From Fig. 5(b), it is interesting to observe that the two detectors approach the same performance as \( \text{Re} \{ \rho_n^* \rho_n \} \) approaches \( |\rho_n| \) (= 0.7 in this example).

2) Effects of Time-Delay and Doppler Spread Discretizations on the Probability of Error: We study the influence of time-delay and Doppler spread discretizations on the error probability [for the coherent detector (7.2)]. To concentrate on the discretization effects, we assume that the training sequence is long (thus neglecting the noise effects; see also Section V-A). In addition, we assume that binary antipodal signaling is employed and that ISI can be neglected; thus, the basis-function matrix of the received symbol can be written as \( \Phi_{\text{RJ}} = -\Phi_{\text{RO}} = \Phi \) (of size \( d \times N_R \)). The estimates of the channel and noise matrices obtained from the training sequence follow from (5.7) (where \( c_n \) should be replaced with \( \hat{c}_n \) in the definitions of \( \hat{S}_{\text{GJ}} \) and \( \hat{R}_{\text{GJ}} \), and, as before, \( H_T \) and \( \Phi_T \) are the channel and basis-function matrices for the “true” model). Then, for equiprobable symbols, the probability of error easily follows as

\[
P_e = Q\left( \frac{\text{tr} \left[ H_T \hat{S}^{-1} \hat{R}_{\text{GJ}} \right]}{\text{tr} \left[ H_T \hat{S}^{-1} \hat{R}_{\text{GJ}} \hat{R}_T^* \right]} \right)
= Q\left( \frac{\text{tr} \left[ \hat{S}^{-1} \left( \Sigma - \hat{S}^* + H_T \hat{R}_{\text{GJ}}^* \hat{R}_T^* \right) \hat{R}_T \right]}{\text{tr} \left[ \hat{S}^{-1} \left( \Sigma - \hat{S}^* + H_T \hat{R}_{\text{GJ}}^* \hat{R}_T^* \right) \right]} \right)
\]

where we have used the identity \( H_T \hat{R}_{\text{GJ}}^* \hat{R}_T \hat{R}_{\text{GJ}} = \Sigma - \hat{S}^* + H_T \hat{R}_{\text{GJ}}^* \hat{R}_T \hat{R}_{\text{GJ}} \).

Numerical Example 2—Discretization Effects and Probability of Error: In this example, we study the error probability expression in (7.10), which takes into account the discretization effects. Assume that the received symbol is generated using the model in Numerical Example 1 in Section V-A. Recall that we have chosen \( \Sigma = \sigma^2 \cdot (0.9 I_5 + 0.11 I_5 \otimes 5) \), where \( \sigma^2 \) can be viewed as the noise level. In Fig. 6, we show the error probability as a function of \( \sigma^2 \) for various levels of discretization of the time delays and Doppler shifts. The time-delay spread is discretized using \( \Delta \tau = T_c/2 \) and \( \Delta \tau = T_c/4 \), whereas the Doppler effect is neglected or modeled with \( K = 2 \) and \( K = 4 \) basis functions in the Jakes model (2.6). The full-line curve shows the performance of the ideal receiver. The dotted curve shows the performance of the ideal receiver with \( \Delta \tau = T_c/4 \) and \( K = 4 \). These results demonstrate...
that using the simple basis-function model from Section II-B and estimated channel and spatial noise covariance matrices in (5.7), detection performance comparable with that of the ideal receiver can be achieved.

B. Concentrated-Likelihood Receiver

Here (see also [1]), we propose an adaptive receiver structure that utilizes simultaneously the data containing several known symbols (which may be previously detected or symbols from the training sequence) and the currently received symbol to estimate the channel and noise parameters. Then, the concentrated likelihood (with respect to the channel and noise parameters) is used to detect the new symbol; hence, we have the name concentrated-likelihood receiver. An important special case when no training is available is discussed in Section VII-B1. For simplicity, we assume a full-rank unstructured channel [as in Section V, with \( r = \min(m, d) \)], which allows for an easy recursive computation of the concentrated likelihood, as shown in Section VII-C. In the case of transmit–receive antenna arrays (which is described in Section II-B1), this assumption is not restrictive since we can choose a subset of the set of transmit antennas so that the channel is of full rank. The optimal choice of this subset (that maximizes channel capacity) has been considered recently in [54], and the resulting channel is always of full rank; see [54, Lemma 1].

Define the data matrix containing both the known symbols and currently-received symbol \( Y = [Y_K, Y_R] \) with \( N = N_K + N_R \) snapshots. Then, the corresponding basis-function matrix for the known symbols and the received symbol \( j \) together is \( \Phi_j = [\Phi_K, \Phi_{Rj}] \), \( j \in \{0, 1, 2, \ldots, J - 1\} \). Note that when \( Y_K \) and \( Y_R \) are sequential in time, then \( \Phi_{Rj} = [\Phi_{Rj}, \Phi_{Rj}] \), where \( \Phi_{Rj} \) is the basis-function matrix covering the part of the time where there is an overlap between the known and unknown bases due to the delay spread, and \( \Phi_{Rj} \) is the basis for the unknown symbol only. In CDMA applications, \( \Phi_{Rj} \) usually covers only a small part of the symbol duration.

Under the above assumptions, the two forms of the concentrated likelihood function easily follow from (5.5) as

\[
\begin{align*}
L_j &= \frac{|\hat{R}_{\phi_j 0}|^2}{|\hat{S}_{\phi_j 0}|} = \frac{|\hat{R}_{\phi_j 0}|^2}{|\hat{R}_{\phi_j 0} - \hat{R}_{\phi_j 0} \hat{R}_{\phi_j 0} \hat{R}_{\phi_j 0}^*|^2} \quad (7.11a) \\
&= \frac{|\hat{R}_{\phi_j 0}|^2}{|\hat{R}_{\phi_j 0} - \hat{R}_{\phi_j 0} \hat{R}_{\phi_j 0} \hat{R}_{\phi_j 0}^*|^2} \quad (7.11b)
\end{align*}
\]

where \( \hat{R}_{\phi_j 0} = (1/N) \cdot \Phi_j \Phi_j^* \) is the ML estimate of the channel and noise covariance matrices for the full-rank unstructured channel, computed using the data with known symbols only. The coherent matched-filter decision statistic in (7.1) follows directly from (7.12). To gain more insight into the proposed concentrated-likelihood receiver, in [40], we also consider the unstructured channel model with negligible delay and Doppler spreads [i.e., \( L = K = 1 \) in (2.5)]. Then, the decision statistic becomes closely related to the sample matrix inversion (SMI) beamformer [55]; see [40].

1) Noncoherent Concentrated-Likelihood Receiver: Consider now a concentrated-likelihood receiver that utilizes only the data containing the currently received symbol (i.e., no training data is available). The detection statistic for this noncoherent concentrated-likelihood receiver equals (7.11), but since training data is not used, we have \( Y = Y_R, \Phi_j = \Phi_{Rj}, \hat{R}_{\phi_j 0} = (1/N) \cdot \Phi_j \Phi_j^*, \hat{R}_{\phi_j 0} = (1/N) \cdot \Phi_j \Phi_j^*, \hat{R}_{\phi_j 0} = (1/N) \cdot \Phi_j \Phi_j^*, \hat{R}_{\phi_j 0} = (1/N) \cdot \Phi_j \Phi_j^* \). The absence of known data, however, imposes constraints that are useful for waveform design. To see which waveforms are desirable, consider the high-SNR case, and assume that symbol \( s \) has been sent. Then, the generalized likelihood ratio test statistic to decide between symbols \( j \) and \( j' \) is

\[
L_j \bigg|_{j \neq j'} = \frac{[\Sigma + (1/N) \cdot H(\Phi_j \Phi_j^* + \Phi_j \Phi_j^*)^{-1} \Phi_j \Phi_j^*]H^*}{[\Sigma]}
\]

Clearly, we wish to maximize the above expression when \( j \neq i \). If we have full control over the choice of \( \Phi_j \) (e.g., in the case of transmit–receive antenna array systems in slow flat-fading environment; see Section II-B-1), then we should choose \( \Phi_j \Phi_j^* = 0 \) for \( j \neq i \) to maximize the above expression. In addition, to have equal separation for each pair of symbols, we may choose \( (1/N) \cdot \Phi_j \Phi_j^* = \hat{R}_{\phi_j 0} \) constant for all \( j = 0, 1, \ldots, J - 1 \). Note that the above two conditions are closely related to the recently proposed unitary space–time codes [56] and are tailored for the case where the channel is unknown to the receiver. In the case of a single transmitter and unstructured channel model with negligible delay and Doppler spreads [i.e., when \( L = K = 1 \) in (2.5)], the above conditions simply demand that the symbol waveforms are mutually orthogonal and have equal energy. Observe that the waveform design metric in the case of a noncoherent receiver should be based on the following matrix (for codes \( i \) and \( j \)):

\[
\Phi_i \Phi_i^* + \Phi_j \Phi_j^* \]

unlike the coherent case (which is discussed in [30]), where it is based on \( (\Phi_i - \Phi_j) \cdot (\Phi_i - \Phi_j)^* \). These two matrices are fundamentally
different, e.g., antipodal signaling (i.e., $\Phi_1 = -\Phi_2$) would make the noncoherent matrix go to zero, implying that it is clearly inadmissible for noncoherent detection (as expected).

The above detector can be viewed as a multivariate extension (accounting for multiple receive antennas and spatially correlated noise) of the multiuser detector in [57]. For one basis function (i.e., $d = 1$) and one receive antenna (i.e., $m = 1$), it further reduces to the standard noncoherent detector (see, for example, [58, sec. 5.4]).

C. Recursive Implementation

We derive a recursive algorithm for computing the concentrated likelihood function for a full-rank unstructured channel in (5.5), which allows for a fast implementation of concentrated-likelihood receivers in Section VII-B; see (7.11).

Define the data set and basis-function matrices $Y(t) = [Y(t-1), y(t)]$ and $\Phi(t) = [\Phi(t-1), \phi(t)]$, both containing $t$ snapshots. We denote by $l(t)$ the concentrated likelihood in (5.5) computed for $Y = Y(t)$ and $\Phi = \Phi(t)$. We also define $P_{yy}(t) = [Y(t)Y(t)^*]^{-1}$, $Q(t) = P_{yy}(t)Y(t)\Phi(t)^*$, and $P_{c\phi}(t) = [\Phi(t)\Phi(t)^* - \Phi(t)Y(t)^*Q(t)]^{-1}$. Then, $l(t)$ can be computed using the following recursive steps (see [40, App. F]), as shown in (7.14a) and (7.14b) at the bottom of the page, and the updates of the following quantities prepare for the next step, as shown in (7.15a)–(7.15d) at the bottom of the page.

An analogous recursive procedure can be derived to compute the concentrated likelihood function based on (7.11b). It would essentially reduce to swapping $y(t)$ and $\phi(t)$ in the recursion defined by (7.14) and (7.15).

VIII. CONCLUDING REMARKS

We developed maximum likelihood methods for space–time fading channel estimation in spatially correlated noise with unknown covariance. Several basis-function models were proposed to account for the multipath and Doppler effects. Two array response models were used: structured and unstructured. We computed the Cramér–Rao bound expressions for the unknown direction-of-arrival and basis-function parameters, showed that they are uncoupled, and discussed practical implications of decoupling. We derived coherent matched-filter and concentrated-likelihood receivers for the unknown spatial noise covariance. We analyzed the effects of time-delay and Doppler spread discretizations on the performance of the proposed coherent matched-filter receiver and demonstrated its superiority over the corresponding receiver that does not take into account the spatial noise covariance. We also derived a computationally efficient recursive implementation of the concentrated-likelihood receiver and discussed methods for spatial and temporal interference suppression.

Further research will include developing estimation and detection methods that account for temporal noise correlation as well, analyzing the proposed concentrated-likelihood receiver (in the multiuser and transmit–receive antenna array scenarios in particular), and implementing iterative interference cancellation schemes using the results of Section VI.

APPENDIX A

TRANSFORMATIONS OF THE CONCENTRATED LIKELIHOOD FUNCTION

We present herein the derivations of concentrated likelihood function expressions in (3.5) and (3.3). These derivations are similar to those in [20] and are given here for completeness of presentation and because this reference is not easily available.

We start with the following expression for the concentrated likelihood function.

$$l(\theta, \eta) = \frac{R_{yy}}{\Sigma(\theta, \eta)}$$

which easily follows by substituting the estimates of $X$ and $\Sigma$ in (3.1) into the likelihood function for model (2.2); see also Section III. Recall the definition of the matrix $\mathcal{P} = R_{yy}^{-1}R_{\phi\phi}^{-1/2}$ from Section V; then, $R_{yy}^{-1}R_{\phi\phi}^{-1/2} = \mathcal{P}^{*}$. Using definitions

$$\gamma(t) = \frac{1}{1 + y(t)^*P_{yy}(t-1)y(t)}$$

$$l(t) = l(t-1) \cdot \frac{1}{1 + \gamma(t) \cdot [\phi(t)^* - y(t)^*Q(t-1)]} \cdot \frac{1 + \phi(t)^*P_{c\phi}(t-1)e(t)}{1 + \gamma(t) \cdot [\phi(t)^* - y(t)^*Q(t-1)]} \cdot \frac{1}{P_{yy}(t)} \cdot \frac{1}{P_{c\phi}(t)}$$

$$P_{yy}(t) = P_{yy}(t-1) - \gamma(t) \cdot P_{yy}(t-1)y(t)y(t)^*P_{yy}(t-1)$$

$$Q(t) = Q(t-1) + P_{yy}(t)y(t) \cdot [\phi(t)^* - y(t)^*Q(t-1)]$$

$$P_{c\phi}(t) = P_{c\phi}(t-1) - \gamma(t) \cdot \frac{P_{c\phi}(t-1)\phi(t)^* - Q(t-1)y(t)y(t)^*P_{c\phi}(t-1)}{1 + \gamma(t) \cdot [\phi(t)^* - y(t)^*Q(t-1)]}$$

$$P_{c\phi}(t) = P_{c\phi}(t-1) - \frac{P_{c\phi}(t-1)\phi(t)^*P_{c\phi}(t-1)}{1 + \phi(t)^*P_{c\phi}(t-1)e(t)}$$
(3.2a) and (3.1b) and the formula for the determinant of a partitioned matrix (see [34, property v., p. 8]), we derive the following useful identities.

\[
\hat{R}_{yy} = \left| \hat{S}_{y0} + \hat{R}_{y0} \hat{R}_{y0}^{-1} \right| = \left| \hat{S}_{y0} + \mathcal{P} \mathcal{P}^* \right| \quad \text{(A.2a)}
\]

\[
\left[ \tilde{\Sigma}(\theta, \eta) \right] = \hat{S}_{y0} + \left( I_m - \hat{T}_A \hat{S}_{y0}^{-1} \right) \mathcal{P} \mathcal{P}^* ( I_m - \hat{T}_A \hat{S}_{y0}^{-1} )^* - \left| \hat{S}_{y0} + \mathcal{P} \mathcal{P}^* \right| I_m - \hat{T}_A \hat{S}_{y0}^{-1} \hat{P} \hat{S}_{y0}^{-1} ( I_m - \hat{T}_A \hat{S}_{y0}^{-1} )^* \quad \text{(A.2b)}
\]

Further, observe that

\[
\mathcal{P}^* \left( I_m - \hat{T}_A \hat{S}_{y0}^{-1} \right)^* \hat{S}_{y0}^{-1} ( I_m - \hat{T}_A \hat{S}_{y0}^{-1} ) \mathcal{P} = \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} - \mathcal{P}^* \hat{T}_A \hat{S}_{y0}^{-1} \mathcal{P} \quad \text{(A.3)}
\]

which easily follows by using the following identity: \( \hat{T}_A \hat{S}_{y0}^{-1} \hat{T}_A = \hat{T}_A \) [see also (3.2c)]. Then, using (A.2) and (A.3), the concentrated likelihood (A.1) can be rewritten as

\[
l(\theta, \eta) = \left| \mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} \right|^{-1} \mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} - \mathcal{P}^* \hat{T}_A \hat{S}_{y0}^{-1} \hat{P} \hat{S}_{y0}^{-1} \mathcal{P} \quad \text{(A.4)}
\]

We now apply formula for the determinant of a partitioned matrix [34, property v., p. 8] as

\[
\begin{vmatrix}
\mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} & \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \\
\mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{P} & \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \\
\end{vmatrix}
= \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \cdot (\mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} - \mathcal{P}^* \hat{T}_A \hat{S}_{y0}^{-1} \hat{P} \hat{S}_{y0}^{-1} \mathcal{P})
\]

\[
= |Q| \left( \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) - \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{P} Q^{-1} \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \right) \quad \text{(A.5)}
\]

where \( Q \) is defined as

\[
Q = \mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} \quad \text{(A.6)}
\]

For simplicity of notation, we omit the dependence of \( Q \) on \( \eta \).

Applying the matrix inversion lemma (see, e.g., [34, p. 8]) to \( \hat{R}_{yy} = \hat{S}_{y0} + \mathcal{P} \mathcal{P}^* \) yields \( Q^{-1} = \mathcal{I}_d - \mathcal{P} \mathcal{P}^* \mathcal{P} \mathcal{P}^* \), and thus, using \( \mathcal{P} = \hat{R}_{y0} \hat{R}_{y0}^{-1/2} \), we get \( Q^{-1} = |S_{y0}|/|\hat{R}_{y0}| \), where \( S_{y0} \) was defined in (3.4b). Applying the matrix inversion lemma to \( \hat{S}_{y0}^{-1} = [\hat{R}_{yy} - \mathcal{P} \mathcal{P}^*]^{-1} \) and using

\[
\hat{S}_{y0}^{-1} = [\hat{R}_{yy} - \mathcal{P} \mathcal{P}^*]^{-1} = \hat{R}_{yy} - \mathcal{P} \mathcal{P}^* \hat{R}_{yy} \hat{P} \quad \text{(A.10)}
\]

and then, \( \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{P} \) can be simplified as

\[
\mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{P} = \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} \hat{Q} \hat{P} \hat{Q}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} = \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} \hat{Q} \quad \text{(A.11)}
\]

where the second equality follows by using \( \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} = \mathcal{I}_d - Q^{-1} \). Finally, we apply (A.6), (3.2e), (A.10), (A.11), and the matrix inversion lemma to simplify

\[
\mathcal{I}_d + \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{P} - \mathcal{P}^* \hat{T}_A \hat{S}_{y0}^{-1} \hat{P} \hat{S}_{y0}^{-1} \mathcal{P}
= |Q| - \mathcal{P}^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \left[ \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{A}(\theta) \right]^{-1} \mathcal{A}(\theta)^* \hat{S}_{y0}^{-1} \mathcal{P}
= |Q| - \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \mathcal{A}(\theta)
\cdot \left[ \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{A}(\theta) + \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} \mathcal{Q} \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{A}(\theta) \right]^{-1}
\cdot \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} \hat{Q}
= |Q|^{-1} + \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \mathcal{A}(\theta) \left[ \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{A}(\theta) \right]^{-1} \mathcal{A}(\theta)^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \hat{P} \hat{Q}
= |I_d + \mathcal{P} \mathcal{P}^*|^{-1}
\]

(3.7)

where the last equality follows after using \( Q^{-1} = I_d - \mathcal{P} \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \mathcal{P} \) and the definiton of \( W \) in (3.4a). Then

\[
\left[ |I_d + \mathcal{P} \mathcal{P}^*|^{-1} \left| \hat{S}_{y0} + \mathcal{P} \mathcal{P}^* \right| \right]^{-1}
= |I_d - \mathcal{P} \mathcal{P}^* \hat{R}_{y0} \hat{R}_{y0}^{-1} \mathcal{P} |
= |\hat{R}_{y0} \hat{R}_{y0}^{-1/2} \mathcal{P} |
\]

where we used \( \mathcal{P} = \hat{R}_{y0} \hat{R}_{y0}^{-1/2} \) in the last equality. Substituting \( |Q^{-1}| = |S_{y0}|/|\hat{R}_{y0}| \) and (A.13) into (A.9), we obtain (3.3).

\begin{appendices}
\section*{Appendix B}
\end{appendices}

\subsection*{Derivation of Unstructured Array ML Estimation Results}

It is easy to show that the columns of \( \hat{U} \) defined in (5.2) are also the (normalized) eigenvectors corresponding to the eigenvalues of \( \hat{R}_{yy}^{-1} \hat{S}_{y0}^{-1} \hat{A} \hat{R}_{y0}^{-1} \), which equal \( 1/|1 - \lambda^2(j)|, j = 1, \ldots, m \). Since \( 0 \leq \lambda^2(j) \leq 1 \) and \( 1/(1 - x) \) is an increasing function of \( x \) for \( 0 \leq x \leq 1 \), the
eigenvalues of $\mathbf{F}_{\text{gg}}^{1/2} \hat{\mathbf{S}}_{\text{gg}}^{-1} \mathbf{F}_{\text{gg}}^{1/2}$ are sorted in nonincreasing order. Now, choose $\mathbf{A} = \mathbf{F}_{\text{gg}}^{1/2} \hat{U} \mathbf{C}_A$, where $\mathbf{C}_A$ is an $m \times r$ matrix of full rank $r$. Then, the concentrated likelihood in (3.5) becomes

$$l(A, \eta) = \frac{\mathbf{C}_A^* \hat{U}^* \mathbf{F}_{\text{gg}}^{1/2} \mathbf{F}_{\text{gg}}^{1/2} \hat{U} \mathbf{C}_A}{\mathbf{C}_A^* \mathbf{C}_A} \left( \mathbf{I}_m - \hat{\Lambda} \hat{\Lambda}^T \right)^{-1} \mathbf{C}_A^* \mathbf{C}_A = \frac{\mathbf{C}_A^* \mathbf{I}_m - \hat{\Lambda} \hat{\Lambda}^T}{\mathbf{C}_A^* \mathbf{C}_A} \mathbf{C}_A$$

which is maximized for $\mathbf{C}_A = \mathbf{C}_{A0} = [Lr, 0]^T$ and equals exactly the expression in (5.4); see also [23, eq. (35)] and [20, p. 25]. In general, the above expression is maximized for $\mathbf{C}_A = \mathbf{C}_{A0} \Xi_A$, where $\Xi_A$ is an arbitrary $r \times r$ matrix of full rank, and then, $\hat{\mathbf{A}} = \mathbf{F}_{\text{gg}}^{1/2} \hat{U} (r) \Xi_A$.

We now show that although the ML estimate $\hat{\mathbf{A}}$ is not unique, $\hat{\mathbf{X}} \hat{\mathbf{X}}^*$ is. Using (3.1a), the channel estimate in (5.6) easily follows as

$$\hat{\mathbf{H}} = \mathbf{A} \cdot \hat{\mathbf{X}} = \mathbf{F}_{\text{gg}}^{1/2} \hat{U} (r) \left[ \hat{U} (r)^* \mathbf{F}_{\text{gg}}^{1/2} \mathbf{F}_{\text{gg}}^{1/2} \hat{U} (r) \right]^{-1} \hat{U} (r)^* \mathbf{F}_{\text{gg}}^{1/2} \hat{\mathbf{R}}_{\text{gg}} \mathbf{F}_{\text{gg}}^{1/2}$$

or

$$\hat{\mathbf{H}} = \mathbf{F}_{\text{gg}}^{1/2} \hat{U} (r)^* \mathbf{F}_{\text{gg}}^{1/2} \hat{\mathbf{R}}_{\text{gg}} \mathbf{F}_{\text{gg}}^{1/2}$$

which does not depend on $\Xi_A$. In addition, the ML estimate of $\Sigma$ in (5.6d) then follows from $\Sigma = (1/N) [\mathbf{Y} - \mathbf{H} \Phi(\eta)] [\mathbf{Y} - \mathbf{H} \Phi(\eta)]^*$.

Another way to derive (5.6) is by substituting $\mathbf{A}(\theta), \mathbf{X}$, and $\Phi(\eta)$ by $\mathbf{I}_m, \mathbf{A}$, and $\mathbf{X} \Phi(\eta)$; then, (3.3) becomes

$$l(X, \eta) = \frac{\mathbf{X} \Phi(\eta) \Phi(\eta)^* X^*}{\mathbf{X} \Phi(\eta) \Phi(\eta)^* X^* - \frac{1}{N} \mathbf{X} \Phi(\eta) \Phi(\eta)^* \mathbf{X} X^*} = \frac{\mathbf{X} \hat{\mathbf{R}}_{\text{gg}} X^*}{\mathbf{X} \hat{\mathbf{S}}_{\text{gg}} X^*}$$

which should be maximized with respect to $\mathbf{X}$. Now, choose $\mathbf{X} = \mathbf{E}_X \hat{\mathbf{V}} X \hat{\mathbf{V}}^{-1/2}$, where $\mathbf{E}_X$ is an arbitrary $r \times d$ matrix of rank $r$. Then, (B.2) reduces to

$$l(X, \eta) = \frac{\mathbf{E}_X \hat{\mathbf{V}} X \hat{\mathbf{V}}^{-1/2} \mathbf{S}_{\text{gg}} \hat{\mathbf{V}} \mathbf{E}_X \hat{\mathbf{V}}^{-1/2}}{\mathbf{E}_X \left[ I_d - \hat{\Lambda} \hat{\Lambda}^T \right] \mathbf{E}_X}$$

which is maximized for $\mathbf{E}_X = \mathbf{E}_{X0} = [I_d, 0]$ and equals the expression in (5.4). In general, the above expression is maximized for $\mathbf{E}_X = \Xi_X \mathbf{E}_{X0}$, where $\Xi_X$ is an arbitrary $r \times r$ matrix of full rank, and then, $\hat{\mathbf{X}} = \Xi_X \hat{\mathbf{V}} (r) \hat{\mathbf{V}}^{-1/2} \hat{\mathbf{V}} ^{-1}$. Further, (3.1a) gives $\hat{\mathbf{A}} = \mathbf{Y} \Phi(\eta)^* X^* \cdot [\hat{\mathbf{X}} \Phi(\eta) \Phi(\eta)^* X^*]^{-1} \mathbf{R}_{\text{gg}} \mathbf{X} \hat{\mathbf{X}} = \hat{\mathbf{A}} \hat{\mathbf{X}} = \hat{\mathbf{P}} \hat{\mathbf{V}} (r)^* \hat{\mathbf{V}}^{-1} \hat{\mathbf{V}} \mathbf{E}_X$, which is exactly equal to the channel estimate in (5.6b). Then, the second expression for $\Sigma$ in (5.6d) easily follows.

### Appendix C

**Probability of Error for Coherent Receiver**

We derive the variance formula (7.4b). Note that $\text{var} (\mathbf{e}^2) = \text{var} (\mathbf{z}^2)$, where $\mathbf{z} = \mathbf{H} \Phi(\eta) \Phi(\eta)^* \mathbf{H}^* \Sigma^{-1} \mathbf{E}$, and $\mathbf{E} = (\mathbf{e}(1), \mathbf{e}(2), \ldots, \mathbf{e}(N))$. In addition, define $\mathbf{D} = \mathbf{H} \Phi(\eta) \Phi(\eta)^* \mathbf{H}^*$. Now, using a well-known property of the vec operator [34, result iii, p. 12], we have

$$\mathbf{z} = \mathbf{D}^* \mathbf{D} \cdot (\mathbf{I}_N \otimes \Sigma^{-1}) \cdot \text{vec} (\mathbf{E})$$

and thus

$$\text{E} [\mathbf{z}^* \mathbf{z}] = \mathbf{D}^* \mathbf{D} \cdot (\mathbf{I}_N \otimes \Sigma^{-1}) \cdot \text{vec} (\mathbf{D}^*)$$

which proves (7.4b).
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